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FOREWORD

In the middle of 2017, global activity is firmingohdly as expected.
Manufacturing and trade are picking up, confideigemproving and international
financing conditions remain benign. Global growshprojected to strengthen to 2.7
percent in 2017 and 2.9 percent in 2018-19, in Wih OECD January forecasts.

In emerging market and developing economies (EMDgEsyvth is predicted
to recover to 4.1 percent in 2017 and reach an agerof 4.6 percent in 2018-19,
as obstacles to growth in commodity exporters dshinwhile activity in
commodity importers continues to be robust.

Risks to the global outlook remain tilted to thewdside. These include
increased trade protectionism, elevated economiicypancertainty, the possibility
of financial market disruptions, and, over the lengerm, weaker potential
growth.

A policy priority for EMDESs is to rebuild monetagnd fiscal space that
could be drawn on were such risks to materializeerQhe longer term, structural
policies that support investment and trade arei@ltto boost productivity and
potential growth.

Global growth is firming, contributing to an imprmewent in confidence. A
recovery in industrial activity has coincided wighpickup in global trade, after
two years of marked weakness. In emerging markét dsaveloping economies
(EMDEs), obstacles to growth among commodity erpertare gradually
diminishing, while activity in commodity importeesnains generally robust.

Activity in advanced economies is expected to gagmentum in 2017,
supported by an upturn in the United States, asipusly anticipated. In the Euro
Area and Japan, growth forecasts have been upgradi@cting strengthening
domestic demand and exports.

Investment across advanced economies has firmed]e wprivate
consumption growth has moderated. As actual graetitinues to exceed potential
growth, increasing inflation and narrowing outpuas have raised the prospects
of less accommodative monetary policy.

Advanced economy growth is expected to accelepaleSt percent in 2017,
before moderating gradually in 2018-19. As usulaé butlook is predicated only
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on legislated fiscal and trade policies. The reegva global trade coincides with
strengthening investment, which is more importnisitee than other components of
aggregate demand. Nevertheless, structural headwinttluding slower trade
liberalization and value chain integration, as wal elevated policy uncertainty,
continue to weigh on the outlook for trade.

Global financing conditions have been benign andefited from improving
market expectations about growth prospects. Firanoiarket volatility has been
low despite elevated policy uncertainty, reflectiimyestor risk appetite and,
perhaps, some level of market complacency. Renasledppetite has supported
EMDE financial markets and led to a narrowing ofrporate bond spreads
globally. Capital inflows to EMDESs were robust hetfirst half of 2017, partly in a
rebound from late-2016 weakness. Over time, howevegradual tightening of
international financing conditions may weigh on itapflows to EMDEs.

Commaodity prices have continued to rise moderatdgough prospects for
increased U.S. shale oil production are weighingtba outlook for oil prices.
Against an improving international backdrop, growthEMDESs has strengthened
from a post-crisis low of 3.5 percent in 2016 slfprojected to reach 4.1 percent in
2017 and 4.5 percent in 2018.

Growth in major advanced economies has strengtheaned their short-term
outlook has improved, despite elevated policy uagdly. A modest recovery
should continue, with output gaps narrowing andaitidn gradually converging
toward central bank targets. U.S. monetary poligrnmalization is expected to
proceed at a measured pace. China’s policy guidadugl transition to slower but
more sustainable growth continues as expected. edheh economies started the
year on a solid note, with investment and expoegaining momentum after
subdued growth in 2016. Private consumption dea&er somewhat in early 2017,
but has been supported by labour market improvesndntport demand has
strengthened, further contributing to a recovenglabal trade. In 2017, growth is
expected to pick up in the United States and Jagaah to remain broadly stable in
the Euro Area. Forecasts for several major econeniiave been upgraded.
Economic slack continues to diminish, and inflatexpectations are rising, albeit
at different rates.

In light of these changes taking place worldwidie, themes of the journal’s
articles are also subscribed.

According to Nicola Terracciano, in his article d@ld Performance
Management at the Organizational Level, performance management is seen like a
strategic and integrated approach to deliveringtaursed success to organizations,
12
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by improving the performance of the people who wogking for them, and by
developing the capabilities of teams and individe@tributions. At the same time,
it is a systematic approach of the human resouraeagement, in general, and of
the performance assessment, in particular, usirggy@erformance, appreciation
and feedback as means of motivating the employeesderstand and to fully
exploit their creative potential to achieve the amizational goals.

The paper entitledMoral and Professional Values from Acquisition to
Application aims at presenting the actual situation as consdhe values the pre-
university students are taught about during théghhschool courses, on one hand,
and the necessity of the labour market, on therotlamd. At first, the authors
referred to the values within the European dimemsb education, as they were
established by the European Commission for evertg.sHere the authors made
special reference to the plan of the educationaitents, as it has to contain
elements of proximity and coincidence. Secondlgy ttalked about the new
paradigms met with the educational policies. Thi#hars also mentioned the series
of activities which help the learning of the comnianguage for a European
citizenship and the defining of the new educati@uspted to the dimension of
education, the European Commission and the Cowfhdlurope propose. The next
treated aspect was to establish the definitionh&f problem mentioned at the
beginning. In order to get real information, theged the following methods:
questionnaires (were disseminated to two differesitegories of respondents:
students who want to get a job, on one hand, arglamrs, on the other hand)
and observations. The activities supposed dataectitlg, processing, analyzing
and interpretation. In the end, the authors draw tonclusions, stressing the role
of the university in training and educating the ggupreparing them for the
challenges of the labour market.

In their article entitledCultural Due Diligencein Mergers and Acquisitions.
Importance of Soft Risks Factors, the Warters talked about an important aspect in
mergers and acquisitions. During the last decadb® corporate world has
witnessed a significant rise in the number of cltossier mergers and acquisitions
(M&A). In cross border M&A, not only different capate cultures collide, but
also different professional and national culturd$ie purpose of Cultural Due
Diligence (CDD) is to get a coherent image of theeicultural challenges of the
M&A in order to be aware of the intercultural risksd opportunities.

The Warters’ article named Cultural Due Diligenge M&A. Importance Of
Soft Risks Factors aims to reveal the perceptiomahagers involved in the pre-
M&A stage on the soft risks factors that need tanvestigated during CDD. This

13
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study proposes an appraisal of the most importatgr¢ultural issues that need to
be considered in M&A. The authors’ contribution ttee intercultural aspects of
M&A literature consists in improving the currentderstanding of Cultural Due
Diligence content.

The article calledHow to Design a Web Survey Using Spring Boot with
MySgl: a Romanian Network Case Study presents a survey applied on a
representative sample of Romanian SMEs. The amégeesents a case study and
focus on technical elements that allow collectirefadfrom Romanian SMEs
managers and save it in a MySql database. The Backeomponent is developed
with the newest Spring Boot MVC. The article présethe technical
implementation on collecting data during a survelyRomanian SMEs. The scope
of the survey is to find out the level of awarersmss the knowledge of SMEs on
ICT facilities. The survey analysis and interpregas will be published publicly
and send to each SME, in order to help surpass dheent technological
challenges and to help them be more adapted toehasljuirements.

The paper of Sanghamitra Kanijilal-Bhaduri entitldeimergent Gender
Relations in Female Employment within the Social Stratification in Rural India
has presented an empirical picture of inequalitibsth within and outside the
labour market for women, from gender relations egimgy within the framework of
overlapping social stratification in rural India. ralysis is based on secondary
data, where the emphasis is not only on measureafi@ntantitative variables, but
also on the interactions between various qualigtigocio-economic and socio-
cultural variables. The main finding of the presstudy is that the participation of
women in labour force varies across economic ckssecial groups, religions,
regions and the rural urban divide. Factors detanimg labour supply decisions of
women are different from those of men. Intercoretiatss of female employment
with other social parameters which are outside thalm of the standard labour
market analysis gets highlighted in the study.

The paper callecEffect of Investor Sentiment on Future Returns in the
Nigerian Stock Market by Udoka Bernard Alajekwu, Michael Chukwumee Q@ipial
and Cyprian Okey Okoroexamined the effect of investor sentiment on future
returns in the Nigerian stock market. The OLS rsgi@n and granger causality
techniques were employed for data analyses. Thétseshowed that (1) investor
sentiment has a significant positive effect onlstaarket returns even after control
for fundamentals such as Industrial production deonsumer price index and
Treasury bill rate; (2) there is a unidirectionaagsality that runs from change in
investor sentiment to stock market returns. Derifediing showed that the
14
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inclusion of fundamentals increased the explanafmwer of investor sentiment
from 3.96% to 33.05%, though at both level, investentiment has low
explanatory power on stock market returns. Theyspasits existence of a dynamic
relationship between investor sentiment and theielr of stock future returns in
Nigeria such that higher sentiment concurrentlyde#o higher stock prices.

Tourism is an important economic activity in mastirtries around the world,
as Bogdan Sofronov argued in his paper calléd Economic Impact on Global
Tourism. As well as its direct economic impact, the indubis significant indirect
and induced impacts. The outlook for the tourisotasen 2017 remains robust and
will continue to be at the forefront of wealth amghployment creation in the global
economy, despite the emergence of a number oeobalg headwinds.

In tourism, GDP growth is expected to accelerat@.@%, up from 3.1% in
2016. As nations seem to be looking increasinghaid, putting in place barriers
to trade and movement of people, the role of towrisecomes even more
significant, as an engine of economic development @ a vehicle for sharing
cultures, creating peace, and building mutual usteending.

From the above-mentioned studies, there is a duution to ideas and
solutions brought by teachers, researchers or Prsiudents to improve the
economic situation in certain areas, on certairelevand in certain directions.

If you liked our articles, please visit our websiteyou want to write an
article in our journal, we are waiting you to exjgogour ideas in new studies
published by us.

Finally, hoping that you found interesting the EB&(2017, | strongly invite you to
address your comments and suggestions at officeesmmgconomie@spiruharet.ro
and, of course, to submit your own paper via orgugmission system.

Let’s join in attitude and feelings to build togethan economy to resist
current attempts!
Associate Professor Elena GURGU, Ph.D.
Deputy Chief Editor
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PERFORMANCE MANAGEMENT
AT THE ORGANIZATIONAL LEVEL

Nicola TERRACCIANO?
! Frederico | University of Naples, Via Candole, 1 Santi Cosma e Damiano
04020, Italy, Email: nicolaterracciano@yahoo.it

Abstract

Performance management is ,a strategic and integglapproach to
delivering sustained success to organizationsngyroving the performance of
the people who are working in them, and by devetpfiie capabilities of teams
and individual contributions” [Armstrong M. and Bam D, 1998]. At the same
time, it is a systematic approach of the humanussmanagement, in general,
and of the performance assessment, in particulaingu goals, performance,
appreciation and feedback as a means of motivating employees to
understand and to fully exploit their creative puial to achieve the
organizational goals.

Keywords: performance; appraisal; skills; assessors; evaldate
JEL Classification: Dys, Msq, Ms,

Introduction

In an organization, the concept of “Performances bacome one of the most
commonly used. Employers look for the top perfosnand employees want to be
stimulated to be better at the place where theykwhw achieve the performance,
some companies believe that it is enough to fix &nen communicate to
employees a set of goals, while others use spdoifiis to manage this indicator.
Nowadays, more and more companies are seekingstibutionalize as much as
possible and appeal to what specialists call perdioce management.

“The traditional level in which the performance ragament is used in
organizations is the individual level, with a foaus monitoring the performance of
employees in an organizational context. Internatign the trend is for an
integrated approach to the performance managemeait @rganizational levels.”
[Adrian Brudan, 2011]
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Performance management in Romania is in an eaatyesof development,
although the principles that underlie the perforoamanagement are simple and
logical in the organizational culture of any compan recent years, interest in the
performance management in Romania increased.

The performance management is top-down and invallethe layers that
make up the organization — from management to thepats and employees taken
separately. Thus, in order to achieve the propagead, the entire management
process involves constant evaluation, realignmemt eontinuous improvement
activities. The organization practices a certairfggemance management, but what
makes the difference is how accurately the perfoo@ananagement practices are
implemented and applied. Among the most commonaefartg a company that does
not make performance management is the emergereeseri-chaos state, due to
the inability to align strategies to objectives ahdn to performance indicators. It
can also easily install employee dissatisfactia #ffects the same indicators.

Organizational strategic options

Performance management is strategic in the seraeittttoncerns more
general issues faced by an organization in ordbetable to function effectively in
the environment where there is the general directvbich it wishes to adopt in
order to achieve its longer-term objectives. Penforce management needs to be
integrated into the complex management procesheforganization and to be
correlated with other key processes such as orgamiz strategy and employee
development.

Integrated character implies:

» Vertical integration— is done with the organization’s economic stratég
team and individual levels there are goals thatpsttpthe achievement of the
organizational goals. They take the form of cocatkd goals in a downward
direction, from the organizational level, at thaendtion level to the level of the
team and individual employee. Strict alignmenthadse objectives is essential and,
above all, agreeing on objectives that must beheghdhrough open dialogue
between managers and employees.

» Horizontal integration— involves aligning strategy of the performance
management with other human resources strategigiytarly on the organizational
development, evaluation, remuneration, to achieveomsistent approach of the
management and development of the organizaticafl st

20
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* Integration with organizational and individual needA model of
unanimously accepted performance management doesimently exist, but many
authors talk about the existence of a performanaeagement cycle. One such
model is presented below and contains five elen{@atsaite N. and collaborators,
2011]:

1)setting the goals;

2)measurement the performance;

3)obtaining the feedback on the measurement;

4)rewarding in the direct relationship with the retsyl

5)modifying and completing the objectives and aotisit

Setting the goals Measurement the
nnrfr\rmanra
y
A
Feedback
Modifying and \
completing the Rewarding in the direct
objectives and activities relationship with the results

Figure no. 1. The perfor mance management cycle
Source: Panaite N. and collaborators, work citet129p. 81

This cycle presents a way in which the process ldhoer conducted by the
organizations wishing to adopt a strategic perspecbf human resource
management. The level at which such a system ceratgpdepends on how the
organization wishes to apply this model. The maitsds not specify the level at
which these elements are applied: at the individlexgl, at the team level, in the
departments or strategic units or at the levehefwhole organization, but leaves it
to the management of the organization to choose it.

21
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Performance management must be seen as an integral part of the ongoing
process of managing the organization’s activitygetng:

— achieving a sustained improvement of the performanc
— continuous development of skills and overall coempe;
- importance of organizational learning.

The performance continuous assessment processdsheutonducted by
reference to the agreed objectives and performatacelards and according to the
developed and improved work plans.

The five key elements of the performance managemen{Armstrong M.,
2003]:

1)measuring- evaluating the results in relation to agreexdhjectives and
standards;

2)feedback- providing employees with information about hoaperform
tasks;

3)positive reinforcement— emphasizing what has been done well,
constructively criticizing of the negative aspethst is, in a manner that indicates
how to improve;

4)exchange of opinions- total, free and sincere about what has been
achieved and what needs to be done to achieve (re@ehing agreement on what
needs to be done for the future);

5)agreeing the action plango be implemented by the employees,
autonomously or with the support of their managers.

Performance management is a continuous and flexitdeess that focuses
primarily on planning and improving the future merhance rather than
retrospectively assessing of the past performaroejding the basis for systematic
and frequent dialogue between managers and employe&ir performance and
development needs.

In Romania, there are various assessment systetims sfaff [Pitariu H., 2006]
in organizations as it is aware of the beneficitieot of this activity on the
employees’ productivity, recognizing its necesitlyincreasing the competitiveness
level of the organizations. In practice, the sgmstgare confronted with various
requirements, imposed by law, criteria of the prexeined performance. Objectivity
is another issue faced by organizations in thesassent process, many times
evaluators misunderstanding the content of perfocaatandards and compelling to
evaluate superficially.
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M easur ing the human resour ce performance
This process refers to the measurement of the ifjahie job results: number

of pieces, labour productivity, number of clientsimber of customer complaints,
etc.

For dimensions that cannot be measured, it is sacgdo achieve some
estimates, by means of which it becomes possiblguantify them. These
estimates are generally performed by the performappraisal method. The tool
used for this purpose is the employee performappeagsal sheet, which can take
many forms.

Some job results will be measurable while othees wrquantifiable. Only
measuring the results (produced products, numbepldf products, etc.) does not
provide sufficient data and may even lead to lessivation and satisfaction of
employees. Both the work results and employee hetes/should be evaluated.

The choserriteria must take into account:

— Organizational objectivesperformance appraisal should be organized in
accordance with available information and its Uée¢he productivity data is of
interest to a section or a team, and the evaluationld be done at the same level.
Along with the actual work tasks, it will includdeenents promoted by the
organization in human resources policies: cregtiyiirofessional development,
managerial qualities, poly-qualification, flexilyj etc.

— Position: in choosing the job tasks to be assessed, acueolliite taken of
those on which the employee has control. In additiowork tasks, the performance
appraisal will take into account the responsileditand authority of employees.

- Employee needdacilitating the communication between managenagat
employees. Employees are generally interested am@ting the opportunities.
They may sometimes want to talk about their posheir team, and the inability to
address these problems can lead to frustratiosatii$action, absenteeism, and
even resignation.

The most important thing is using of multiple crideto capture as many
facets of performance as possible on a particuaitipn. These criteria will be
assigned weightings according to the importancecanttibution to success on the
job. These weights will help to aggregate the olgtdiscore by each criterion in
part in a global score.
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Criteria for performance appraisal must be of high degree of objectivity,
which gives equity to evaluation and increases éhgloyee confidence in the
process, especially as they play a decisive ralielimeaker in the event of dismissal.

Criteria for performance appraisal appreciate tlewing:

1. Soft skills: are more difficult to assess because they areattested by
diplomas but result from the employee’s behavidtie assessment starts from the
premise that there are effective and ineffectivieabimurs and that they have been
identified for each job or type of job. Behaviousse considered effective or
ineffective depending on the results they prodhesnt (desirable or indescribable).
Examplesteamwork, quality of work, communication skillsydlvement, initiative,
ethics, client orientation, flexibility, adaptatlj innovation, efficiency, empathy, etc.

2.Technical skills: are specific to a particular business sector amd b
acquired through learning; they are easier to ew@luhan soft skills and their
possession is confirmed through the diplomas/doalibns obtained. Examples:
knowledge of a foreign language, project managenggammar, writing, computer
skills, etc.

3. Personality traits: The first graphical scales evaluated the empkyesed
on the personality traits that were supposed telated to the work being done. One
inconvenient of the exclusive using of this typedferia is that personality traits are
rather difficult to define and can be interpretedffecently. Examples:
conscientiousness, extraversion, emotional stgpiipening to new, agreeableness,
etc.

4.The personal development plan aims at developing the employee by
improving the specific skills to his/her currentsfimn and his/her preparing for
new responsibilities and positions. It may congtitan assessment criterion when
pursuing the original objectives set out therein.te basis of the assessment, the
development plan can be established for the neidge

5.Individual performancegoals determine the level of performance which
the employee must achieve. Their correct settingeig important in achieving the
expected results. It is recommended to reflectothjectives of the departments. In
order for the departmental objectives to refle@d ttompany’s objectives, their
formulation is based on the mission, vision andtsgjic objectives of the company.
Only after identifying the departmental objectivean be set the individual
performance targets, depending on the job desmmipih order to allow an effective
evaluation, it is recommended that the objectivesbe SMART: Specific,

M easurableAffordable (achievableRelevant, framed ovefime. Example: Sales
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growth by 5% over the last quarter of the previgear, within 6 months of signing
the evaluation sheet.

Companies can set different weights for the evadoatriteria, depending on
what they are tracking through this process.

Assessors

People who perform the performance appraisal [UMBZ8up, 2012] play a
very important role in the entire evaluation pracbscause they can significantly
influence the obtained results. In order to obtdie most accurate results, the
assessor must have information on: the valuatioocgature, the company’s
objectives, the responsibilities of each employee'sition, the performance of the
employees as well as the clear standards on wieidbrmance will be noted.

In choosing the assesstiree factoranust be taken into account:

- the opportunity to observe the activity of the exdéd person;

- the ability to translate observations into scores;

— motivation to provide performance information: mation may be
influenced by the assessors’ confidence in theuatiah process, by the request to
justify their assessments, and the evaluator’s leaiye of how to resolve conflicts
generated by less satisfactory evaluations. Ineteasotivation can be achieved by
providing training for assessors addressing imporiasues in evaluating and
communicating the results, and including the penorce appraisal in the job duties
as an important part of the assessors’ work.

Assessors differ greatly from each other as a reduhdividual differences
of a psychological and professional demographiareat

The characteristics of the evaluated will influgnceonsciously or
unconsciously, his assessment, having an impathemssessor’s perceptions and
impressions. The characteristics of the evaluatsdon can also be grouped into
three categories: demographic factors, psycholbfgictors and professional factors.

The choice of the assessor may vary dependingempdkition occupied by
the evaluated person and the type of the compassedsors can be:

— hierarchical superiors of each employee;

- the employee himself (when the evaluation procéss eontains a self-
assessment component);

- subordinates (when managers are evaluated);

- colleagues or external assessors.
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Depending on the particularities of each evaluatimtess, several assessors
may be involved.

The obj ectives of the assessor s

The assessor, which aims to estimate the resotatus of an organization,
including the human resource, will start by analgzihe organizational and human
structures, because the staff and the enterpriskemare the most important
elements that determine the value of a business.

The organizational structure analysis starts frém organizational chart.
Based on this, hierarchical and functional relafops, hierarchical levels and
weights are determined. It is analyzed the curstatus of the functions in relation
to age. It is determined whether the successioasnall prepared and whether
there is a risk of ,gaps” in the coming years.

Starting from the organizational chart, we cantBeaational way in which the
management functions in the enterprise are distiband the way in which the
information circulates from one echelon to anotbeth vertically and horizontally.
The assessor needs to know if the instructiondrdadnation easily move from top
to bottom (hierarchically) and if there is commuation between services.

The long-term action plan should show how admiatste organization and
decision-making are taken, as well as the existehaecontrol mechanism.

The evaluator has to verify whether the decisiome aubstantiated,
budgeting, and are transmitted, implemented, cbettoand quantified for
deviations beside the budget provisions.

Business management needs to be evaluated frommf@rpance point of
view. If the company has a performance appraisstesy, it can do so based on it.
The assessor should observe the links of the Ishigetowards a group or a
majority shareholder, the style of management égidlly, authoritatively,
centrally, decentralized), the age of the managémsmbers, their formation,
seniority in society, decision areas and the limit€ommitment and hierarchical
control, their relations with certain economic aswCial environments (clients,
suppliers, employees, banks), their image insidecartside the firm.

The assessor will then pursue the provisions of ¢béective labour
agreement, the extent to which it is respectedatws and the decisions in force,
and whether it is actually respected.

The stability index determines the loyalty of thaffs and looks at the
possibilities for replacement in the event of dea; and in case of retirement if
there is a succession. The assessor checks tlwy pblrecycling of all existing
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staff in all echelons, allowing not only good penm@ance on the busy position but
also the possibility of promoting in other positson

It also seeks to ensure that recruitment and empday are followed by a
period of prior orientation/training, the existenoska staff surplus or inadequate
staff, labour productivity, normalization of the wko(safety margins, flexibility
offered by different types of contracts, coverdue fiositions), employee reputation,
employee skills (specific: technical and generabwdedge: customer relations,
employees, managerial spirit, leadership). The sassewill observe the local,
national and international reputation of the humesources managers and the
management, in general.

In general, they can be considestengths the high weight of young staff,
rational organizational structure, collegial leathgp, good training of the
company’s staff, open atmosphere and lack of adsfland litigation between
leadership and trade union.

Theweaknesseis human resources area and their managementecemadly
be considered: insufficient staff training, oppiositto the new and innovation, the
unbalanced organizational chart, dictatorial leghkigr style, lack of interest in the
company assets, numerous and unresolved litigatioability for solving the
problems. The human resources management assessniieover the two
components: evaluation of its efficiency and equity

Conclusions

“Every human activity aims at a specific purposaq avay to achieve that
goal or misses it shows us how well or how badigt tactivity is taken place”
[Laurertia Avram, 2010].

Performance appraisal is an important componentthef performance
management within the organization and it is cargid an integral part of human
resource management in the current context oeweldpment.

The evaluation is carried out by the direct headsthe team coordinators,
who evaluate their subordinates on the basis oémgérand specific criteria for
each position. Most of the time, the evaluatioretaglace under the coordination
of the human resources manager.

The organization applies a well-structured systemevaluating the performance
based on its own methodology, designed to meetabds of the organization.

It is realised an evaluation of both managers asttw@ives, both categories
being evaluated on the basis of well-defined coewmet criteria; the process is
carried out within the assessment centres (AssedSDamtres).
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An essential part of the evaluation process isitherview that allows for
more effective communication between the assesndrthe evaluated, while
ensuring a rapid feedback.

Another important aspect is the communication af thbjectives to be
achieved at the beginning of the year, especidlithe individual objectives, and
the establishment of a continuous evaluation af gaghievement.

The communication of the performance appraisal lt®sis essential
considering that these bonuses are received aogotdi these results and the
change of salaries is determined in the followirsgry Employees benefit from
feedback on their activity, telling themselves wtrety do well and how well they
can, and how they can improve and are encourageth their goals.

As a result of the evaluation process, there am@bkshed the development
programs of the professional skills through spedifainings (training courses by
category of staff, applying mentoring and coaclprograms).

Review the performance has the role of adapting dbjectives and the
performance criteria over the time after formulgtisome possibilities for
improvement.
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Abstract

The present paper aims at presenting the actual situation as concerns the
values the pre-university students are taught about during their high school
courses, on one hand, and the necessity of the labour market, on the other hand.
At first, we referred to the values within the European dimension of education,
as they were established by the European Commission for every state. Here we
made special reference to the plan of the educational contents, as it has to
contain elements of proximity and coincidence. Secondly, we talked about the
new paradigms met with the educational policies. Here we also mentioned the
series of activities which help the learning of the common language for a
European citizenship and the defining of the new educations, adapted to the
dimension of education, the European Commission and the Council of Europe
propose. The next treated aspect was to establish the definition of the problem
mentioned at the beginning. In order to get real information, we used the
following methods: questionnaires (were disseminated to two different
categories of respondents: students who want to get a job, on one hand, and
employers, on the other hand) and observations. The activities supposed data
collecting, processing, analyzing and interpretation. In the end, we draw the
conclusions, stressing the role of the university in training and educating the
youth, preparing them for the challenges of the labour market.

Keywords: education; labour market; educational policies;, values,

employers.
JEL Classification: Ay
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Introduction — Values within the European Dimensionof Education

Beginning with 2000, the European Commission mad®mmendations to
each and every European member state as concerpsotimotion of a new type of
education comprising elements of approach and it@nce in both its structural
and educational content plans. The first commonlsgagere education for
democracy, long life learning education, as well raslticultural education.
Actually, the modern society fights against violencacism, religious and ethnic
intolerance, xenophobia or lose of the traditioradlies [1].

As a result of the numerous problems rising duthéoforce of the events —
demography, health, environment — education is guighp to find out optimal
present and future solutions.

The first stage is that of cleaning, purifying ealign; in order not to
represent a source of difficulties, inequities,ialpethnical or religious fractures
[1]. Education is one of the state tools that assacial cohesion, offers openness
and flexibility for the international community amor other people, so its strength
has to be reconsidered.

New Paradigms in the Educational Policies

The strategy “Learning Reorganization” targets dica change of the
educative systems, focusing more and more on theifeg results, mainly on
knowledge, competences and aptitudes the studeits go be only but a
participant at the educational process is no lorgeyugh. Besides, the basic
knowledge in reading, writing and counting has ¢oconsiderably improved; the
entrepreneurial competences and the initiative habe also consolidated.

In order to assure a greater compatibility of l@agrwith the necessities of
the students and of the labour market, the asgpssathods have to be adapted
and up-to-date. One also should intensify the Uds¢éhe® TIC and of the open
educational resources within all educational castekhe teachers have to improve
their own competences through periodical trainifipe strategy requires the
member states to consolidate the connections betseleool and employers, to
close the companies by the classroom and to allmwbuth discover the work
universe by intensifying the learning activitiesaiprofessional environment [2].

The European Commission and the Europe Councilaied a series of
activities which propose the learning of the comnianguage for a European
citizenship. Thus, they wanted to familiarize therdpean inhabitants with the
usage of the foreign languages; to introduce timeeut of linguistic portfolio for a
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mutual understanding and the free access to assafieinformation in a
multilingual and multicultural Europe.

The new educations adapted to the education diovensvere defined as
follows: education for human rights, educationdemocracy and civics, education
for peace and disarmament, education for toleraedacation for development,
education for environment, intercultural educafi®h

In accordance with the European desideratum, tlaenimg Law in Romania
mentions in article no. 2, point no 1: The educaladeal of the pre-university
system of learning consists in free, integral aadrtonious development of the
human individuality and in assuming a real valualesmecessary for constructing
economics and knowledge society [4].

Literature review

Referring to the issue under discussion, spedadisalyze different aspects
of it: some talk about self-actualization of emm@eg and supportive employer-
employee relationship, which is ever more importtrt maximizing productivity

[5].

On the other hand, speaking about the values ten@ations promote, the
specialists note the willing to make efforts, knedgde sharing or using it. Leaders
and teams make efforts in order to implement pplesi that govern the
organization life; they reflect the vision and tla&ues to be promoted [6].

Some specialists refer to the effects of adaptigional policies to
globalization, considering them complex and intdated. Thus, experts consider
that the people develop a dual cultural identigt tombines their cultural identity
with the identity of a global culture [7].

One of the most comprising definitions of the cquriaef professional values
could be the following: values are often seen a#ratsons or driving forces, often
not openly articulated, which effectively shape et lives and determine where
they will direct their energies and what they vadlld to be of importance [8].

Defining the Problem

The problem defining is in a tight connection te thext stage, the data
gathering, as the problem defining is done on theebof the collected and
analyzed data [9]. The problem is, in fact, theregpion of a need seen as the
difference between the actuality and desire.

As concern our analysis, we started from empirmaservations that the
values disseminated by the pre-university and usitye institutions to their
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students are not assimilated sufficiently, so othslieus put a stronger and
negative influence on them. Thus, a distinguishalifference is noticed between
the values appreciated by the students in theiréuprofessional activity and the
values required by the employers.

The research stages consist in: data collectingggsising, analyzing and
interpretation.

The figure below (figure no. 1) presents the imtdom between the
stakeholders: education providers, employers amests (beneficiary). Area no. 1
represents the intersection of the three impliegegmies; it is necessary this
above-mentioned area should overlap on an as maigossible surface and the
particular intersections and the uncovered areasriadier.

1. Intersection of the 3 categories implied
2. Intersection supplier - employer

3. Intersection supplier - student
4. Intersection employer - student

EDUCATION
PROVIDER

EMPLOYER.

Figure no. 1. Necessities as difference
between actuality and desire

Data Collecting

Data collecting is made having two purposes in miada clearer definition
of the problem and for a better elaboration andyarsof the options or directions.

The data was gathered from direct sources, using tmstruments:
questionnaires and observations. The questionnare®ur creations. They have
been applied to two categories: employers (12 mdgats) and future employees —
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students in their last year of high school (109oesients). The formers run small
and medium companies. The latter category attesalsand human studies. The
employers and the students are from Campulung akeges County. Both
questionnaires have simple structures; they areowetloaded, containing short
and long answers (multiple choice and fill in).

The other instrument for collecting data is ouresbation that took place
continuously, but in an unorganized way, duringesalvschool years and also by
noticing the current reality.

The first question for students wasie option for choosing the high school.
46.8% said they made this choice personally. Wes hawnotice that this process
took place when they were about 14-15 years old;%3hose together with their
parents/tutors; 3.7% made the choice at random.

The second question referred to the brochures thest distributed in
schools, for helping students and parents madeo&elior the high school and
profile to be attended. The first three categoakanswers (not at all, very little,
little), summing up 80.7%, utter that the brochdié not count in making their
choice; the rest of 19.3% say that the informati@as important and counted in
high grade. We understand that the students arid pheents (43.1%, as said
above) were determined in their choice; they dittake into account the Ministry
offer or the previous results.

In accordance with the previous question, the oexet asked the students if
they wanted to change the high school profile ta#gnded. 75.2% would not
change it, so they remain consistent in theirahithoice.

The percent diminishes its value (64.2 are contehtn students refer to the
level of knowledge and competences gained duriachtgh school years of study
as compared to their expectances. Only 24.8% ofthd@ents would change the
profile attended, but 35.8% are not pleased with it

The question number 5 asked them if they consitiase the increase of the
applicative subjects in school curricula; here veeehalmost one third for every
type of answer: 32.2% do not consider as being ssarg the increase of the
applicative subjects; another third (33%) wouldréase the number with a quarter
and the last third (34.8%) would increase with t@ifmore the number of the
applicative subjects.

After graduating the high school classes, the sitisdeeceive a competence
certificate. The next question asked them if theysoder themselves prepared for
applying for a job according to the obtained cixdifie. 52.2% do not consider
themselves prepared, while 47.8% on the contrary.
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The seventh question received a wide area of ags\Btundents enumerated
their opinions referring to practices for a bet$pecialization. The figure below
presents them, in a descending way (figure no. 3):

Recommendations for a better specialisation

33,8

Figure no. 2. Students’ opinions for a better spealization

As we see, the great number of choice is repredebyeitem practice
(33.8%).

As concern the legal age for work, only 19.2% af gtudents know it (16
years old).

The last question referred to discussions and pamigh success business
people. Here a great percentage of 87.1% answénedadively.

The questionnaire for the employers begins withlékel of training of their
employees; 33% consider it being not satisfactdfy. remember that almost half
of the students declare themselves unprepared jab after graduating the high
school. The difference might be covered by furtitadies (college).

75% of the answers to the second question uttdr ttiea employers are
satisfied with their employees’ quality of work, esmpared to their position in

company.
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The level of knowledge accumulated during the sth@ars helps the
employees fulfil their job tasks is the next quastihere 58.3% of the employers
said that this level help employees at a low saat£41.7% at a high scale.

The fourth question refers to the main drawbackshefemployees, which
might have been corrected by the system of learrthrgse are: lack of practice,
lack of professional training, lack of educatioack of specialization, lack of
interest.

The fifth question in linked to the previous oneé:réfers to the main
drawbacks of the employees on the whole. Herers@re=mployers’ first options:
lack of seriousness (12), lack of training (4),rsugpecialization (2).

33.3% of the employers affirm that the percent leetwthe theoretical and
practical training is the optimal one; the other786 consider it as being unjust.
We noticed above that 64.2% of the students regjtire increase of the number of
practical subjects in school, so the lack of pracis noticed by both categories.

The next question is: at what rank the abilitied tre practical competences
were developed by the (pre)university curricula ander to increase your
employees work productivity? 67% of the employers ansatisfied with their
employees work productivity. The answer is in adeoce with the previous ones,
where both students and employers required theaserof the number of practical
subjects in the system of learning.

As a consequence, 91.7% of the employers utter sineyeager to accept
practical training for students in their companies.

The first three qualities of an employee are te-lfilom the point of view of
the employers: seriousness (18), qualificatiora(d) intelligence (4).

The main drawbacks the employers cannot accephar®llowing: vices as
alcohol, (8), theft (3), lie (3). As we see, thdsawbacks are connected to education,
to the employees system of values. So, we seestitbaf investment in people.

91.7% of the employers affirm they trust the quedifion courses sustained
by EU, but only 41.6% trust the same type of caardait organized by profile
companies.

Conclusions
The need for intervention is imposed only watchiing answer variations of
the two categories implied: employees and employéhie education suppliers are
somewhere between them. The universities have itheuli mission to bring to
accordance requires with expectations. This caddme by following a series of
ample activities, such as: to eliminate the pedtion factors which lack the target
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realization; to correlate the education output wlith employers input, based on the
vocational students qualities; to throw a commuivca bridge between the
institutions during the period of specialization; develop a virtual platform for
practicing simulations of the real situations matthe labour market; to realize
models for modern applications which point out theativity in solving present
problems; to presents the limitations of every gaties implied in the process of
learning in exact concepts; to detect the key ehesnaf every participant categories.

We noticed that generally, employers’ answers naatclvith students’
answers. Thus, both categories stress the lackeakmess of practice in students
training and the great number of theoretical subjetschool curricula.

Referring to the university roles in improving ttaguation, we propose the
following actions:

- developing the transversal competences in studsshisation; thus, the
students can find easily a job according to hidificetions;

— developing students competences of communicatidoréign languages;

- developing students computer competences;

- developing students personal marketing competences;

— developing students team relation competences.

As university curricula cannot comprise all thmwae-mentioned activities,
students have alternatives: participation to Ceffitire Counselling and Career
Orientation activities; attending the Didactic Tiaig program, Erasmus programs,
Centre of Professional Advancement, Language Centileothers.
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Abstract

During the last decades, the corporate world hamessed a significant
rise in the number of cross border mergers and &itions (M&AS).

In cross border M&As, not only different corporateltures collide, but
also different professional and national cultures.

The purpose of Cultural Due Diligence (CDD) is tetga coherent
image of the intercultural challenges of the M&Adarder to be aware of the
intercultural risks and opportunities.

This article aims to reveal the perception of masragnvolved in the pre-
M&A stage on the soft risks factors that need tinkestigated during CDD.

This study proposes an appraisal of the most ingmbrintercultural
issues that need to be considered in M&A.

Our contribution to the intercultural aspects of Md&iterature consists
in improving the current understanding of CultuEalie Diligence content.

Keywords: mergers and acquisitions (M&As); cultural due dditce;
national culture; organizational culture; professial culture.
JEL Classification: Fos, Gsa, M1a, Zyo.

1.Introduction

M&A is one of the most important ways for corporatevelopment. Cross
border M&A is also maybe the most important vehidte foreign direct
investment (FDI). M&A is very suitable to today'spidly developing global
business environment. Moreover, despite the passyef crisis, M&A's have not
declined. On the contrary, it can be noticed arease in M&A activity.
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Although in the last twenty years, there has begrowing body of research
on the success factors of mergers and acquisitibaekey determinants for success
remain poorly understood.

The core of this paper is the pre-M&A stage. A éetinderstanding of the
impact of national, organizational and professiandiures in M&A is the primary
purpose of the research process.

The almost general opinion is that M&A is one ot tmost important
business phenomena in the past decades and ibavih the future too. But this
does not prevent scholars and practitioners to whout the M&A dangers.

The common underlying belief is that intercultuesipects have a strong
influence on M&A performance. Ergo researchers haveridge the gap between
theory and practice and to be more realistic arsd leeductionist in an inter-
disciplinary approach.

Cultural diversity might be both an asset and Aillig in organizations.
Whether the losses associated with cultural ditsersan be minimized and the
gains be realized will depend likewise on the mansigability to manage the
M&A processes.

Due diligence is a comprehensive appraisal of anbas undertaken by a
prospective buyer, especially to establish itstasaed liabilities and evaluate its
commercial potential.

Cultural Due Diligence (CDD) is a diagnostic pracesnducted to ascertain
the degree of cultural alignment or compatibilisteeen companies that are party
to a merger or acquisition. It is used to developetective integration/alignment
plan to deal with the impact of culture on the neergr acquisition.

Notwithstanding most of the researchers highlidie tmportance of due
diligence in M&A, in many cases there is not anrappate practical approach.
Cultural Due Diligence (CDD) intends to offer daaough detailed to determine
potential areas of culture clash. The impact oftural diversity rest on the
managers’ ability to manage the negotiations anel diligence processes in an
effective manner.

The present research is part of a study involvirgrsideration of national,
organizational and professional cultures as a factanaximize the efficiency of
negotiations, decision-making and due diligence.

The study explores the problematic cultural aspetthe pre-M&A stage in
order to achieve a better understanding of theiallissues related to negotiation,
decision-making, and due diligence. A more profoaladification of the influence
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of national, organizational and professional ce@ltuin mergers and acquisitions is
the main purpose of the research process.

The cultural specificity of the managers involvedM&As is not considered
exclusively given by their national culture. Thene adentified culturally by the
following categories: nationality, ethnicity, nagivlanguage, foreign languages,
profession, gender, job level, level of educatibmeir perception is considered also
to be influenced by their position (role) in negtitin/decision/due diligence.

The attributes of the participants in the pre-M&Age are considered to be a
result of a mix between national, organizational professional culture.

Although most of the researchers point to the ingmme of due diligence in
M&A, in many cases there is not an appropriatetimacapproach. It can be stated that
M&A research has underestimated the roles of iddai managers and employees.
Individuals’ mind-sets and interests influence doe diligence, negotiation, decision
processes and the integration of the companidsadtto be emphasised that due
diligence’s importance lies in determining the atable level of change within a
company.

This study uses Factor Analysis to extract a dineenand the component
factors starting from the following basic items: Mmunication, Organizational
culture, National culture, and Professional culture

2. Literature review

2.1 Mergers and acquisitions

Trompenaars and Asser (2010) consider that globsinbss expansion and
development through mergers, acquisitions andegfi@ialliances is big business.
Another interesting remark on this topic is offetey Sahoo, Nataraj and Dash
(2014). They argue that FDI, defined in accordawidé International Monetary
Fund (IMF) guidelines, can take the form of greeldfiinvestment in a new
establishment or merger and acquisition of an iegjsibcal enterprise. One can
emphasise that business is increasingly pursuingereand acquisitions, also as a
consequence of other factors such as political atzon etc.

International business scholars and practitionave postulated that, for firms
that conduct business abroad, costs arise fromrifaniliarity of the environment —
that is, the cultural, geographic, and institutiadiatance involved — and sometimes
even from a perceived lack of legitimacy; thus igmeess is a liability for the
investing firm [Bertrand & Capron, 2015; Angwin &eéddows, 2014].

Others posit that cross-border mergers and acquisithave become an
important strategy employed by firms in the globainpetitive landscape [Hitt &
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Pisano, 2003]. As such, managers must be bettermedd as to the potential
opportunities and challenges presented by this ifgignt strategic action.

Furthermore, they must understand how to increlaseptobability of successful
cross-border M&A actions. Finally, there is evidertbat the gainers of tomorrow
are presumably to be anti-cyclical acquirers obtodis the M&A wave in the 90's
proved [Warter & Warter, 2015].

10thers [Weber, Rachman-Moore & Tarba, 2012; Gomesl., 2013]
indicate that much has been written about the Gi@dnstrategic, and integration
aspects of M&A, but the findings are contradictand the reasons for variations in
M&A performance have remained unclear, probablyase of the focus on pre-
merger variables, thereby neglecting cross-cultcoaflicts between people in the
post-merger period.

One of the enduring paradoxes in M&A activity hasb the propensity of
corporations and executives to engage in M&As despinsistent evidence that
post-merger performance of acquiring firms is dgsapting [Zhanget al., 2014].

A possible explanation to this paradox is that taxis knowledge on M&As

provides a limited and insufficient understandinf different parts of this

important phenomenon, although the high emphasisuoveys clearly indicates a
preference in gaining more pragmatic knowledgetia#tagic alliance activity by
studying firms in realistic as opposed to simulatestexts [for a review, see
Gomes, Barnes & Mahmood, 2016].

One of the major shortcomings in the research of Avi@erformance is
revealed by Weber, Tarba and Reichel (2011). Théoas point out that the
combined effects of corporate culture, nationatwel and synergy potential on
various integration approaches, as well as théinence on M&A performance,
have never been simultaneously investigated.

The emerging picture shows a lack of consensus taltoer M&A
particularities. On the same time, the common uxohey belief is that intercultural
aspects have a strong influence on M&A performaResearchers have to bridge
the gap between theory and practice. Practitiomarst focus on action-oriented
thinking and encourage theoreticians to be morgstieaand less reductionist in an
interdisciplinary approach.

In addition to the previous ascertainment, mayleentiost important problem
is the misunderstanding of the M&A performance @ptdtself. Do these findings
point to a need for M&A scholars to deepen the agd®? The answer is a clear
yes. There are many gaps and unsolved problemiseiriig¢ld that require more
theoretical and empirical study.
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Trompenaars and Asser (2010) point out that althosgccess rates of
mergers and acquisitions are difficult to compar®,surveys in the area use a
variety of assessment metrics, most point to aesscrate of about one third, while
some have found that only 20% of mergers and aitignis are ultimately
successful. Analysis of the success rate of mergedsacquisitions are available
[ed. Rosenbloom, 2002] and show that value creatimnultimate aim of a merger,
acquisition, joint venture, or related type desalanything but certain. One in five
such deals falls through after it's announced.

It can be concluded that the central issue in M&#/ains the high rate of
failure. Even the “biggest proponents” of M&A adntiat this activity has
uncertain outcomes. Reasons for failure remainlpamderstood by scholars and
practitioners. There is a need to learn more abustissue and this research is
directed toward this aim.

The findings show that mergers conducted withineagar wave show less
quality and more uncertainty as compared to mergeatized outside a wave.
Since the bias reduction is related to the pre-aittpn period it could be possible
that the treated firms increase their export oaton with ownership change, but
this is also not the case since estimates forripaét on export intensity show no
change [Proft, 2014; Geluebcke, 2014].

Other papers focused on cultural issues [Shenkal2;2Zait, Warter &
Warter, 2014] show that in the FDI literature, lwhea many determinants, cultural
distance (CD) has had three primary thrusts. Tise thirust has been to explain the
foreign market investment location, the second rexdigt the choice of mode of
entry into foreign markets, and the third applicathas been to account for the
variable success, failure and performance of matithmal enterprise (MNE)
affiliates in international markets. An integrategstem of determinants of FDI
(especially on M&A) is composed of seven categooiedeterminants: Economic,
Social, Cultural, Institutional, Technological, @rgzational and Commercial.

A slightly different view [Vaaraet al, 2013; Hitt & Pisano, 2003] considers
that managers may use cultural differences as coeneattribution targets. The
authors found that prior experience strengthensasociation of failure with
cultural differences. Their findings suggest thanagers can ‘learn’ to explain
failure with cultural differences, which carriesthwiit a risk of using cultural
differences as easy explanations. A similar opinisnpresented by Gertsen,
Soederberg and Vaara (2004). They argue that ngtresearchers but also the
managers and employees involved in mergers havetgubito national and
organizational cultural differences as major cawgestegration problems. In fact,
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culture has become an integral part of the gemisalission on M&As, and thus a
core element of the social construction of the phemnon.

An interesting opinion and a different approacheflkkangas, Very & Pisano,
2011; Vaareet al,, 2013] reveal the roles that integration managadertake in the
post-acquisition phase with regard to capturinguaed firm value in the acquiring
firm. Special attention should be focused on howagars may overemphasize the
role of cultural differences and even deliberatelgme cultural differences for
failure. At the same time, other causes of intégmatproblems might pass
unnoticed and be left unaddressed.

Scholars explain these inconsistencies in diffengays. Some claim that
institutional theory can offer a comprehensive famrk for understanding
variations in national M&A activity [Veret al, 2012]. Others posit that the failure to
find a consistent relationship between the indisatd synergy based on relatedness
and the M&A success may stem from an overemphasiseopre-merger stage at the
expense of the negotiation process and post-metgge, including the integration
approach used during the processes of integratMabér, Tarba & RozenBachar,
2011].

It can be alleged that cultural diversity in orgaaions can be both an asset
and a liability. Whether the losses associated weitittural diversity can be
minimized and the gains be realized will dependJilse on the managers’ ability
to manage the negotiations and due diligence pseses an effective manner.
This research aims to reveal how cultural diversitfluences organizations’
performance and the factors that help or impedarozgtions’ performance.

For some scholars [Gertsen, Soederberg & Vaarad;20Mestri, Picone &
Mina, 2012], the emphasis on contingency and emdxdaiess makes it less likely
that practitioners overlook relevant local linkagasd the impact of national
business procedures on merger performance. Thesketh to understanding the
dynamics underlying the performance of M&A is themparison between the
amount of premium of acquisition and the value ghesgies that a merger
generates. The lack of understanding of culturesymérgies and their appropriate
evaluation results in destruction of wealth.

This review has discovered various interpretatiohdVi&A performance.
Consequently, it can be expressed that many scha@ad practitioners had
significant contributions in the field. Despite Bbging body of research on M&A
performance, the conclusion is that the conceptpefformance” is still poorly
understood. There is a need for researchers tgetite gap between theory and
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practice. Practitioners should encourage theoagtictio be more realistic and less
reductionist in an interdisciplinary approach.

2.2 Intercultural aspects

Intercultural approach should remain what it is arab considered since its
inception: a way to consider relating of differemiltures where the company,
corporation or organization performs actions, di or business to which those
connections can have consequences. There are fiteaferences to the cultural
factor that functions as leverage, for exampléhandase of FDI [Zait, 2013; Rkibi,
2009]. A learning culture is included by some comea in their vision and
mission, which creates the possibility to innovéid, also to adapt to the dynamic,
changing environment [Zagt al, 2013].

Some studies, such as Gesteland (2012) and CortoaugMeikle and
Teerikangas (2015), define business culture asiguerset of expectations and
assumptions about how to do business. Interestirgitpng corporate cultures
appear to enable firms to tap into their human tabpesources through organic
growth, instead of relying on the purchase of offiers via M&A.

As Hofstedeet al (2010) observe, lack of universal solutions tonaggement
and organization problems does not mean that deantannot learn from each
other. On the contrary, looking across the borsl@nie of the most effective ways of
getting new ideas for management, and organizathaaordingly, international
business education should include seminars thasfon awareness of differences in
cross- cultural business communication as well mscualture-specific discourse
systems that have an impact on business commuricgtaidman, 2001]. In the
case of an education-oriented company, more thtmother types of organisations,
balance and collaboration hold a greater weightthie relationship built on
communication, in order to obtain qualitative résyCampeanu-Sonea, Sonea &
Bordean, 2013]. The overall pattern of connectibetween employees of the
combined firms, the kind of personal relationsteompe develop with each other and
shared interpretations and systems of meaning arpamnties are influenced by
cultural differences and how they in turn impact M&utcomes. Employees
recreate and re-form a culture or subculture byingielements of their existing
cultural frameworks with other elements requiredattapt to the M&A process
[Hajro, 2014; Van Marrewijk, 2016].

This review has found various interpretations deioultural aspects. As
scholars contend, culture is a fundamental isst@my in M&A and cross border
transactions but also in research and in everyidayn the age of globalization.
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One of the conclusions is that any management asdarch approach should
consider the significant role of culture. Even wontestic transactions, neglecting
the cultural factor can be a huge mistake.

According to Xinget al (2016) the level of the individual, the influescef
national culture and economic ideology combine radpce a value system that is
fully aligned with neither culture nor ideology.dfn another perspective, Lu, Huang
and Bond (2016) and Jing and Bond (2015) pointiwattin national cultures where
people’s independence and personal responsibiliy endorsed, individuals’
decisions and actions are more likely to be decimjetheir own inside “cores” (i.e.,
values, beliefs, and orientations), or by exteimatntive that is consistent with their
broader cultural norms. Conceptualized in this weagjonal culture will impact on
its citizen’s psychological particularities by pasiing the psychological
particularities of its citizenry differently witlespect to the citizenry of other nations.

A quite similar approach [Reus, 2012; Hofstedeal, 2010] considers that
cross-border M&As have double-layered culturalatiéinces of organizational and
national differences, which might complicate intggrg knowledge pools or can
lead to a richer cluster of knowledge. For exampieltinationals with a dominant
home culture have a clearer set of basic valuedlardfore are easier to run than
international organizations that lack such a comfname of reference.

Another theory on cultural differences measuremmaans is presented by
Rosinski (2011) who emphasises the need of a viésrgbto describe cultural
characteristics. The author created: The Culturar@ations Framework (COF), an
integrative framework designed to assess and campaltures. The difference
between cultures doesn't lie in the different tgbelilemmas being faced but in the
order in which they are taken and reconciled. Cquesetly, a systematic and
triangulated approach to assessing cultural differe needs to be in place and
communicated through the management ranks and Beforeover, the archetype
approach allows capturing cultural variations aedain nuances that are associated
with culture within countries [Trompenaars & As2810; Richteet al, 2016].

This paper reveals some of the most important @lltudimension
measurement tools. It can be stated that despitairc@pproach differences, these
tools, regardless their names and aggregation manigénate from the same basic
human values.

It is no wonder that ‘cultural differences’ havecbme important issues in
contemporary merger or acquisition deals. At thenesaime, working on or
managing cultural differences has grown into onetred key objectives and
challenges of both pre-merger and post-merger stagevidely used construct in
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international business, cultural distance has begmplied to foreign investment
expansion, entry mode choice, and the performahM&a\s.

In search for solutions to reduce the culturalatise to the host country,
[Shenkar, 2012] points out that acculturation hesnbdefined as “changes induced
in systems as a result of the diffusion of cultueldments in both directions”.
Certain cultures are considered attractive to othdtures, a foreign culture’s
perceived features may be a major reason for tlefeq@nces expressed by
potential partners and host countries. Correspghgimuch of the risk associated
with working in Central Europe stems from uncertgiand lack of experience, as
[Zait, Warter & Warter, 2014] reveal. This givesgi®ouring countries with close
historical and cultural ties to the region, suchastria, a distinct advantage over
more distant investors.

2.3Due diligence

According to Boyle and Winter (2010) and HowsonQ@)J prior to spending
considerable resources on putting together meanlindtie diligence, it is
imperative to ask ourselves some major questiogardéng the decision under
consideration due to the fact that due diligenceaisously described as boring,
expensive or time. What, explicitly, do we hopeathieve by the deal? What is the
outcome and what are the alternatives? Why is #a detter than a greenfield
operation or some other business arrangement? -Mu#ti due diligence and
involvement of key stakeholders at every stagdefacquisition process would be
helpful in overcoming many of the challenges. Femiore, legal documents
should never be viewed as a substitute for condgcformal due diligence
[Caiazza & Volpe, 2015; DePamphilis, 2011].

McDonald, Smith and Ward (2005) and Reed-Lajoux &tsbn (2010)
criticize the due diligence process. In spite bftalrigour and detail, it only really
considers the tangible aspects of a company’s wiatuaand neglects “soft”
information such as conflict and culture. The nataf each due diligence finding
dictates whether it is best addressed before er #fie closing. Navigating the
raging waters of a fast flowing river requires theertise of a due diligence team
to tame the rapids and torrents zigzagging actwessiver, and at times against its
natural flow and directions. These rapids and tasreepresent the frequently risks
that are plentiful in an M&A landscape [Gole & Hilg 2009; Ho & Koh,
2016].This calls for a change in the multi-levekediiligence process conducted by
firms before an acquisition, factoring in managetsemotivations, evaluation of
risks and ability to overcome specific challengéaifzza & Volpe, 2015; Howson,
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2006]. In other words, the better the due diligertbe more an acquirer knows
about the target firm and therefore the more ivkmiabout the immediate risks it is
taking on.

Back in 1997, an author [Carleton, 1997] mentiottead regardless of what
models we choose or what methodology we employu@ll due diligence is
coming, and soon. It won't be accountants or lagyeho conduct the audits; it
will be human resources (HR) people. The quessoklill we be ready?. Today’s
M&A success rate hovers around 30 to 40 percenth glashing cultures cited as
at least a contributing factor in most cases. Aat] glespite the lessons of history,
many due diligence teams glance past the topidemieg instead to focus on
items that can be easily quantified [Recardo & ffute2014; Gomest al.,2012).

Consistent with the Stachowicz-Stanusch (2009) papstudy by Berkman
(2013) contends that in the context of a mergetwaf businesses, one of the
intangible issues directly affecting the succestheftransaction down the road is
whether the business cultures mesh well. The @llduwe diligence process can
avoid a merger disaster. In a reflection on cultutae diligence opportunity,
Carleton and Lineberry (2004) and Rosenbloom (2@@2)sider CDD should be
viewed as a mandatory step to maximize post-mergacquisition organizational
effectiveness and profitability. According to the@GDD can determine the extent to
which change can or cannot occur smoothly withiiinna.

Other authors [Reed-Lajoux & Elson, 2010; Gleathal, 2010; Galpin &
Herndon, 2014] also support the need for CDD. Theweal that cultural due
diligence includes research into what the peopkmilorganization routinely believe,
think, and do, including attitudes and mental psses, behaviour, norms, symbols,
and history. Moreover, due diligence is a key idget both of successful
negotiation and of post-deal integration. Cultaha¢ diligence can provide a picture
of where two companies converge or diverge on saspects as leadership,
communication, performance management, and so on.

In their comprehensive analyses, Carleton (199@)Rwttig (2013) underscore
that the point of cultural due diligence is not dscourage mergers between
companies whose cultures happen to differ-mosti@itiash problems can be (and
have been) handled successfully. Rather, the ittt have a strategy to manage
these differences, just as companies do with divdrdinancial procedures or
information systems. CDD, as a crucial first stepttie socio-cultural integration
process, involves a systematic analysis of theu@lltparticularities of a possible
merger or acquisition partner in order to deterntivgecultural compatibility between
the involved organizations.
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Focusing on the practical approach to cultural diligence, Spedding (2008)
and Warter and Warter (2014) reveal that, althoungbst of the experts and
practitioners point to the importance of due ditige of M&A, in many cases there is
not an appropriate practical approach. Furtherm@Bi) has to include leadership,
change management, decision-making, cultural gegors etc. Unfortunately, many
companies, although conducting systematic finaratialyses in the pre-M&A stage,
neglect to examine cultural issues during the calltdue diligence process. This
shows the lack of importance companies attach @octhitural integration process
prior to a merger or acquisition.

Other authors [Reed-Lajoux & Elson, 2010; Gleathal, 2010] show that
approaches to cultural due diligence fall into fgeneral categories: integrating
cultural criteria into the pre-merger discussiosffing and preparing the due
diligence team with an eye toward cultural isswaek]jing cultural criteria to due
diligence data collection, and using formal toolassess culture fit.

Integration teams should conduct a thorough cdltdue diligence on the
other company’s culture and also should investigat® company, culture and
standards in order to determine if the companied fie findings show a lack of
consensus about the CDD content, a relatively nexa @f the due diligence
process, and about the depth of this processnltbearemarked, though, that the
overall opinion is that CDD has a strong influeoceM&A performance.

3.Research methods

3.1 Research setting

The study took a quantitative approach. The moptagpiate way to reach
the research goals was to develop a questionrigie.subjects of this research
were managers involved in the pre-M&A stage.

The quantitative survey approach follows from tlstgpositivist ontological
and epistemological bases of this study. An imparéalvantage of the quantitative
survey method is that looking across numerous casakes it possible to
generalize results.

This research is more suitable to well-defined aede questions. Open
questions are very time consuming. Close-endedtigussalso avoided poor-
quality responses. Considering that the subjectseofesearch were mainly middle
and top managers, the response rate to open queestinld be very low and the
results not very convincing.

This study used newly generated numerical data.é¥igal data might seem
inadequate for a study based on perceptions buletreds of perception were
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translated into numerical data using the LikertlescA 5-point Likert scale was
used because it’s easier for the respondent asdifes consuming than a 7-point
Osgood scale.

This research is based on the following question:

How important is it to investigate soft risks dyyidue diligence?

Not at all Very important

Communication 1 2 3 4 5
Organizational culture 1 2 3 4 5
National culture 1 2 3 4 5

Professional culture 1 2 3 4 5

Data collection was held 1 to 6 years after thegereor acquisition date.
This delay allowed the analysis of the integrajioacess in a meaningful way. At
the same it was not too long to create problemseming the retrospective sense
making.

The data collection process was performed in alesehan interviewer. The
data collection activities were done remotely. Fitbie basic methods available for
data collection in surveys (telephone survey, pakmterviews, and mail survey),
the mail survey method was chosen due to seveasbns:

* the cost was lower;

« it offered the opportunity to reach more responslein a wider
geographical area;

* it was less time consuming for the respondentgingositions;

* it avoided interviewer bias, consequently incregsire reliability.

A special concern was to minimize the negative treamf the respondents
by using appropriate questions and question wordipgcial attention was paid to
other characteristics of the survey items: the tigference, social desirability, and
saliency or centrality.

Clear instructions about the requested detailsemtail survey were provided.
The questionnaire was developed considering thellnsss of responses, the chance
of getting the expected data and the readinesgeatspondents to accurately answer
the questions.

A careful examination was conducted in order touoedthe non-sampling
errors associated with validity, specification, amgéasurement reflected in the
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following questions: “What can be measured to otftae concept?”, “How well
does the measurement reflect the concept?”, “HoWdees the question capture
the desired measurement?”, “How well does the mespanatch the intent of the
question?”.

The questionnaire was sent in English because @dopblved in the pre-
M&A stage have a high level of this language.

3.2 Data Gathering and Analysis

The participants were senior managers who expeaeficst-hand the process
of intercultural due diligence, negotiation andisien-making. All participants (154)
were anonymous to each other in order to get tbein ideas, answers, and
experiences when responding to the questionnaire.

The selection of the sample was a question of balgraccuracy against cost
and feasibility. Non-probabilistic sampling was disad therefore it is a potential
for bias and inaccuracies in generalizing to adapmppulation.

The sample companies were selected using secoddé#ayprovided by the
main financial magazines in the analysed countfibe. main target countries were
Romania and Eastern European countries (52 congpémim Poland, Bulgaria,
Czech Republic, and Hungary). The sample compan@sded also companies
from other countries (39 companies from Austria,thiddands, USA, Israel,
Canada, France, Germany, Switzerland, PakistaniuSysouth Africa, Belgium,
Sweden, Japan, and Brazil). The companies are frarious industries like:
Agriculture, Chemical industry, Construction inttys Electronics industry, Food
industry, Healthcare industry, Plastics industigxtile industry Software industry.
The selection was carried out according to the¥alhg criteria:

1.The acquired company or one of the participantsnérger was a local
company from the selected countries.

2.Management buy-outs and purely financial acquisgtiozere excluded.

3.Regarding acquisitions, there were considered calges in which the
acquiring party had gained a majority stake (o@pof the acquired firm.

4.0nly mergers/acquisitions where the minimum turmaethe two parties
involved exceeded EUR 1 million were included.

Participation in the study was solicited throughhamber of direct and
indirect channels to individuals who had the abmemtioned profile. These
channels included:

« friends and colleagues;
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« referrals from friends and colleagues;

* postings on M&A related web forums and electrongtribution lists;

» direct emails to members of M&A related communitésnterest;

» email referrals from individuals who filled the cai®nnaire.

The questionnaire has been made available to thergjepublic by placing it
on Dropbox.

In addition, the following Social Networking Sites Scholars and Business
Professionals were used: Research Gate, AcademjdiettedIn, and Facebook.

Special attention was paid to the errors that ocltg to the nature of the
research design and the precision of executiongaic errors). Very significant
for the research were both broad categories: adtrative errors and respondent
errors. Sample error or bias (results of a samptevsconsistent deviation, in a
direction away from the true value of the populatiparameter) was also
examined. The mail survey raised the issue of Bigmice of instrument-associated
errors due to poor questionnaire design, improglecton of samples, etc.

Regarding ethical assurance, this study was deasigmecomply with the
standards for conducting research with human paaits. Provisions were made
for the participants to receive a copy after thelgtwill be completed. The privacy
of the respondents was respected by the excludiquestions that participants
may have considered personal or private. The relpus were not asked about
their religion, marital status, etc.

A cross-sectional survey was conducted becauseltsés on collecting data
about current attitudes, opinions, or beliefs retato the national, organizational
and professional culture. This kind of survey waeremrepresentative of the
population and the research objectives did notuthelrepeated research over a
period of time. The data is based on a single dallaction round. The response
rate for the survey was rather small. However, iargars and acquisitions
research, the sensitive nature of the operatiasigats the willingness of managers
to comment on the process.

The main preoccupations after the data collectioncerned the internal
validity, external validity and reliability. Inteah validity is the extent to which
results can be interpreted accurately. During datkection, several measures to
improve the internal validity of the questionnawere taken. External validity is
defined as the extent to which the results candremlized to populations and
conditions. The response rates seemed adequatendblee generalizations.
Reliability is the degree to which the observedialde is free of measurement
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error. Several precautions were taken to increbsedliability of the measures.
Special attention was paid to sampling error angsampling error.

Received responses were downloaded into an Excehdgheet. Statistical
analyses were performed on the data using StafisBRackage for the Social
Science (SPSS 20.0).

The most important steps in data preparation ferrésearch were analysis,
validation, editing and data cleaning.

Given the design of the questionnaire missing sailuere not a central issue
but still there were missing values from some respats. Incorrect values were
an issue of lesser importance.

4.Findings and Discussion

4.1 Results

Table no. 1 presents the factors and corresporiténgs for Importance of
soft risks investigation during due diligence.

Table no. 1. Factors and corresponding items for liportance of soft risks
investigation during due diligence

ltem number Iltem name Item codeFactor| Factor name
1. Communication c F1 Culture

2. Organizational culture oc F1 Culture

3. National culture nc F1 Culture

4, Professional culture pc F1 Culture

Table no. 2 presents KMO and Bartlett's Test redolt Importance of soft
risks investigation during due diligence. It candimserved that the overall value
for the “Measure of Sampling Adequacy” has a slétabalue at 0.813, and
“Bartlett’'s Test of Sphericity” has an associated/dtue (Sig. in the table) of
<0.001 as by default SPSS reports p values oftlems 0.001 as 0.000. These
results indicate that a valid factor analysis campérformed.
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Table no. 2. KMO and Bartlett’s Test for Importance of soft risks
investigation during due diligence
KMO Measure of Sampling Adequadgy. 0.813

Bartlett's Test| Approx. Chi-Square| 95.354
df 6
Sig. 0

Table no. 3 presents Total Variance Explained tedal Importance of soft
risks investigation during due diligence. In théléacan be noticed that one
component was extracted. The scree plot is dispigtyie same data visually.

Table no. 3. Total Variance Explained for Importan@ of soft risks investigation during
due diligence

Co Initial Eigenvalues Extraction Sums of Squared lingsl
mp | Total % of Cumulative %| Total % of Cumulative %
one Variance Variance
nt
1 2.860 71.489 71.48p 2.860 71.489 71.489
2 465 11.630Q 83.119
3 A23 10.578 93.698
4 .252 6.302 100.000

Table no. 3 also shows the importance of eacheptincipal components.
Only the first has eigenvalue over 1.00, and thiglans over 71% of the total
variability in the data. This means that a onediasblution will be acceptable.

The middle part of the table shows the eigen-valaed percentage of
variance explained for just the factor of the alitsolution that is considered
important. In the right hand part of the table, ¢enfound the eigen-value and
percentage of variance explained for the rotatetbfa

The unrotated factor loadings show the expecteténmatwith high positive
loadings on the first factor (Figure no. 1).
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Seree Plot

Eigenvalue

Compongnt Number

Figure no. 1. Scree plot for Importance of soft riks
investigation during due diligence

Communication, Organizational culture, Nationalterd and Professional
culture (1, 2, 3 and 4) all have high positive iogg on the factor.

It is reasonable to identify the factor (F1) as tGre”.

As one factor was extracted, we have one factoategu

Table no. 4 presents the Component Score Coeffidartrix for Importance

of soft risks investigation during due diligence.
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Table no. 4. Component Score Coefficient Matrix for
Importance of soft risks investigation during due digence
Component

Score

0.310

0.303

0.288

0.280

AIWINEF

Using the values from Table no. 4, the equation is:

F1=0.310 *c + 0.303 *oc+ 0.288 *nc + 0.280 *pc

The Saved Factor scores have been added to theTtate are standardized
scores, obtained by applying the rotated factaditugs to the standardized score of
each participant on each of the variables.

4.2 Discussion on empirical findings

Using Factor Analysis it was extracted a factor this dimension. It
corresponds to 4 basic items.

The dimension Importance of soft risks investigatituring due diligence is
essential for the content of the Cultural Due [@iige. This study allowed
furthering the understanding on the issues thatd ne®re attention from
practitioners during the pre-M&A investigation. Taealysis of the CDD construct
is also meant to unravel the biases of some sdhoksearch.

The extracted factor Culture represents the corethef Cultural Due
Diligence.

The basic items (Communication, Organizational urelt National culture,
and Professional culture) could be ranked accordinghe perceptions of the
respondents. The most important is: Communicatidiile Professional culture is
considered the least important.

The resulted formula is a tool to be used for meaguthe perception of
respondents on the content of Cultural Due diligenc
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5. Conclusions and suggestions for future research

5.1 Limitations

The main limitations of this study are:

» The research is based on collected data that espieethe perception of the
sample population, as opposed to an objective measunt of data.

* The population of this study is composed of senimnagers who
experienced first-hand the process of intercultdia diligence, negotiation and
decision-making. This study is not restricted tspecific industry or company
profile.

» The questionnaire used in this research relatemip some facets of the
pre-M&A activities. The results and interpretatiohthis research are limited to
these facets.

* The selected countries sample populations is netodbability sample
because the sample is voluntary and hence it may &aelf-selection bias.

» The emotional involvement of the respondents mighise exaggeration of
facts.

5.2Implications

M&A is one of the major business phenomena in th& gdecades and it will
continue to be in the future. In the last twentgnge there has been a growing body
of research on M&A performance and on the succéssengers and acquisitions
(M&As). Notwithstanding the foregoing, the key deténants for success remain
poorly understood.

The core of this work is the pre-M&A stage. The aato throw light on the
cultural issues related to due diligence.

This study makes a contribution to the field oncultural issues in M&A by
integrating research on national, organizational professional culture, into a
theory of cultural due diligence content and outeoth attempted to investigate
not only the outcomes but the perception on thegs® of cultural due diligence.

The common underlying belief is that intercultuespects have a strong
influence on M&A performance. A significant defioigy is the almost complete
separation between national, corporate and prafieglsiculture. Ergo researchers
have to bridge the gap between theory and praatideo be more realistic and less
reductionist in an interdisciplinary approach.

The dimension Importance of soft risks investigatitmring due diligence is
essential for the content of the Cultural Due [@ilige. This study approached in
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depth the issues that need more attention frontipoaers during the pre-M&A
investigation.

The extracted factor Culture represents the corethef Cultural Due
Diligence.

The basic items (Communication, Organizationaluralt National culture,
and Professional culture) were rated in compliawith the perceptions of the
M&A practitioners. Consequently the most importét Communication, while
Professional culture is considered the least ingoort

The resulted formula is a tool to be used for meaguthe perception of
respondents on the content of Cultural Due diligenc

Cultural Due Diligence (CDD) intends to offer dag¢@mough detailed to
determine potential areas of culture clash. Thearhpf cultural diversity rest on
the managers’ ability to manage the negotiatiorsdare diligence processes in an
effective manner.

Given the findings of this study which suggest mmbmed effect of national,
organizational and professional cultures, futuseaech may need to examine the
dynamic nature of a wider spectrum of cultural uefices on M&A perceptions.
Such exploration would lead to a more refined usideding of the cultural issues
in M&A and how organizations can benefit from suacshift.
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Abstract

The article presents a survey applied on a repregae sample of
Romanian SMEs. The article represents a case studyfocus on technical
elements that allow collecting data from Romani®ES managers and save
it in a MySql database. The Back-End componen¢veldped with the newest
Spring Boot MVC.

Keywords: survey, MVC, Spring Boot, MySql database, Romadidas.
JEL Classification: M5

Introduction

The article presents the technical implementatiorcalecting data during a
survey for Romanian SMEs. The scope of the surselp ifind out the level of
awareness and the knowledge of SMEs on ICT faslitThe survey analysis and
interpretations will be published publicly and séndeach SME, in order to help
surpass the current technological challenges. Amatbope is to help SMEs to be
more adapted to market requirements.

1. Research methodology
During the survey the Romanian SMEs are intervieregarding:

A: General information:company name, headquarters of the institution,
phone, e-mail, geographic area, activity area, nafrgerson who completed the
guestionnaire-mail the person who completed thatipranaire
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B: IT & C data

- What management system the company chosen andypagiimys on a scale
from 1 (very poor) to 5 (best) for the followingréiutes related to the management
information system: functionality (ability to resmb specifically to program a task),
reliability (the program’s ability to maintain perfnance levels respecting given
conditions), ergonomics (ease of use and learngigguthe program), effective
management of time and space required memory eéaaciaintainability (stability
execution after making changes), portability (tki=et to which the application can
run on systems other than the one it was origimatige).

— What business intelligence solution and accounpiragram (licensed or
open source) the company chose.

- If the management information system is designetTispecialists within
the company what tools used for building them? Dibee company indent to add
more functional modules or to change the applic&tio

C: Data regarding the On Line presence of the company

— What is the role of the internet in defining man#geobjectives of the
company? Which are the sites that the company ofigits? Is the company a
member of a forum/blog or other portal discussiartapics of business? Does the
company maintain correspondence internet busineks¥ does the company
identify the investment opportunities, etc.

D: Economic data

There were gathered data regarding the number tefrpgise employees,
turnover in 2007, the share in turnover of insimiof annual budget that was
allocated to software solutions or hardware, thieevaf company’s export and
imports.

The companies were asked if the financial indicatoave improved once
deployed application and which are the items tcebas the development of the
company. They also were pleased to indicate whaastyof European funds had
accessed and to mention three main positive anatimegevents that the company
recorded in the past years.

E: Data on IT&C awareness

The companies were investigated regarding the aease of free open
source licensed software, such as: Open Officegmg_inux-Apache-PHP Mysq,
Saga, SpagoBl, etc.
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2. Front end component

The client side contains a HTML form, named chewtiothat sends users
answers by fill in the form through GET http method

The form elements are:

1. Textboxessuch as:
Denumirea, sediul institutiei, telefon, adresa demadl:<br> <input
name="T1" type="text" id="T1" size="60"><br>

2.Drop down listssuch as:

1. Ce sistem informatic pentru management ati pdggru companie (sistem
informatic de asistarea deciziei)?<br>
<select id="siad" name="siad">

<option>Alegeti
<option value=1>1. Dicodessientare pe modele;
<option value=2>2. NetMeetingrientare pe comunicare;
<option value=3>3. Groove -€nitiare pe comunicare;
<option value=4>4. Sphinx- emtiare pe anliza datelor;
<option value=5>5. Altele - speati numele
<option value=6>6. Nicu unudu(utilizam )
</select><br>

Specificati in aceasta casuta care este raspureutup altele<br><input

name="T4" type="text" id="T4" size="30"><br><br>
3. Lists such as:

2. Acordati calificative pe o scala de la 1 (foastab) la 5 (foarte bun) pentru
urmatoarele atribute referitoare la sistemul infati;mde management:

<ul>
<li>functionalitate (capacitatea programului deaspunde precis la o sarcina)
<select id="f1" name="f1">
</select><br>
<li>fiabilitate (capacitatea programului de a-sientine nivelul de
performanta respectand conditiile date)
<select id="f2" name="f2">
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</select><br>

4. Textareathat allows a longer open answer for user, such as

12. Care sunt facilitatile software pe care NU evidfera solutiile software
utilizate de companie si care considerati ca afuémta benefic activitatea
companiei?<br>

<textarea name="facil" id="facil" rows="4" cols="6&x/textarea><br>

Ce site-uri vizitati?<br><textarea name="sites"="gites" rows="4"
cols="60"></textarea>

5.Check boxedor choosing yes/no answers

<li><b>Bifati casuta alaturata daca doriti sa pcdotn pe acest site numele si
scurta descriere a companiei dvs &nbsp;

<input type="checkbox" id="bifa" nhame="bifa" vaa"bifat"><br /><br />

6. Submission button

Va rugam, apasati acest buton pentru a salva ragpglen dvs.<input
type="button" onclick="valid_sondaj()* name="raspun" value="Trimite"
[><br><br> </form>

The result of the previous code is the questioentorm presented in the
picture below (fig.1.):

66



Annals of Spiru Haret University

Economic Series
Since 2000

IS5N: 2393-1795  ISSN-1:2068-6900

>
<

b

I ssue 2/2017

A Date Generale

Deemmrea, sedml mstriutier, telefon, adresa de e-mail:

Zona geografica: |Alegeti v |

Diomeniu de activitate: |Alegeti r

MNummele persoanet care a completat chestionarul:

Adresa de e-mail a persoanel care a completat chestionarul:

w

Date IT&C
l. Ce sistern mformatic pentru management ati ales pentru compame (sistemn mformatic de asistarea
deciziel)”

[Alegeti v |
Specificatl m aceasta casuta care este raspunsul pentru altele
Alegeti

CIBM (Applix, Cognos)

LogiXML srele atribute
Microsoft Analysis Services, PerformancePoint Server 2007, Proclarity
Oracle Corporation (Hyperion Solutions Corporation)

SAP Business Information Warehouse (Business Objects, OutlookSoft)
SPSS - Statistical Package for the Social Sciences

FANORAMA BUSINESS INTELLIGENCE SOFTWARE %’
WVISION - Infor SystemsUnion (LLP Bucharest) T
10. PeopleSoft a fost mutal
11. Charisma

12. Altele - specificati numela

13. Nicu una (nu utilizam )

Alegeti r
Specificatl m aceasta casuta care este raspumsul pentru altele

-

paditule date)

BN AR WN

4. Ce solutil business nellipence grahute {open source) utilizati?

| Alegeti |

Figureno. 1. Form presented to Romanian SM Es manager tofill in

3.Back end component
MySQL create table directive is shown below:

createtablechestionar (IMEDIUMINT PRIMARY KEY AUTO_INCREM
ENT, T1varcha(60) NOT NULL, zonavarchaf20) NOTNULL , domvarcha(20)
NOT NULL, T2varchat20) NOT NULL, T3varcha(20) NOT NULL, siadvarcha
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r(20) NOT NULL, T4varchat30) NOT NULL, f1 varchaf10) NOT NULL, f2 varc
har(10) NOT NULL, 3 varchat10) NOT NULL, f4 varchat10)NOT NULL, 5 va
rchai(10) NOT NULL, f6 varchaf10) NOT NULL, facil varchat250 NOT NULL
, bifabit NOT NULL, tsTIMESTAMP DEFAULT CURRENT TIMESTAMB

The result can be seen in the next image:

# MName Type Collat|

1 1d mediumint(9)
2T varchanel) [atind -
3 zona vwarchar(20) latind_
4 dom warchar2() [atin
0 972 varchar{20) latin1
6 T3 varchar{20) latin1
7T slad wvarchar{20) latin1_
] &T4 varcharn30) Iatinl_:
g9f™ varchar(10) latin1_
10 12 varcharf10) [atin1 -
11 13 varchar{(10) latin1_
12 14 varchar(10) [atin1 .

40 FE v rm e b e AP | )

Figureno. 2. Chestionar MySQL table

We are using Spring Boot MVC for deploying the wabplication. The
Model component is detailed below.
This annotation tells Hibernate to make a tableabtibis class:

@Entity
public class chest {
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The following annotation helps identify id field @&s unique identifier or
primary key:
@lId
The next annotation is for automated incremenhefid field:
@GeneratedValue(strategy=GenerationType.AUTO)

This following block of code contains the fieldsattmap the table in the
database:

private Integer id;
private String T1,
private String zona;
private String dom;

private java.util.Date ts;

The getters and setters employed for the CRUD ndetimaplementation are
shown below:

public String getT1(){
return T1;

public void setT1(String T1){
this.T1=T1;
}

The Controller implements two methods: one for agdine questionnaire at
a time (addNewChest), and one to show all the tpresdires (getAllChest).

package hello;

import hello.chest;
import hello.UserRepository;

@Controller // This means that this class is a Controller
@RequestMappir(path=/demo") // This means URL's start with /demo (after
Application path)
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public class MainController {
@Autowired// This means to get the bean called userRepository
/I Which is auto-generated by Spring, we will usi® ihandle the
data
private UserRepositoryiserRepaository

@GetMappinfpath=/add") // Map ONLY GET Requests
public @ResponseBod8tring addNewChestiRequestParaiString
T1,@RequestParaiBtringzong...,@RequestPara@tringbifa) {
/I @ResponseBody means the returned String iss§ponse, not a

view name
/I @RequestParam means it is a parameter from Eieds POST
request
chesin = new chest();
n.setDom¢on);
n.setZonatony;
userRepositorgave();
return "Saved;
}

@GetMappingpath=/all")

public @ResponseBodiferable<chest> getAllChest() {
/[ This returns a JSON or XML with the users
return userRepositorfindAll();

}

}

When the application starts, it recreates the tabbMySQL (thus erasing all
the previously recorded data!) and the Tomcat welves waits for clients to
connect:

@SpringBootApplication
public class Application {
public static void main(String[Jarg9 {
SpringApplicatiomun(Applicationclass, arg9;
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The configuration file used for this applicationntains the following
information:

spring.jpa.hibernate.ddl-autoreate
spring.datasource.uijibc:mysql://localhost:3306/Chestionare
spring.datasource.usernamest
spring.datasource.password=

All the elements in the HTML page are associateth \fields in Java. For
example, the String T1 field that requests the eantrom the T1 text box (<input
name = "T1" type = "text" id = "T1" size = "60">pmg GET http method, like in
the form below:

<form name="chestionar" id="sondajfrm" method=t"ge
action="demo/add"><font color=#0066CC> <ol type=2Ali><b>Date
Generale</b><br>...... <[/font>

To ensure that all fields are filled in, surveyidations are implemented on
each field, as presented in the code below:

<script type="text/javascript">
function valid_sondaj(){

if (document.getElementByld('sondajfrm’).T1.valuéralert('Va rugam sa
completati datele referitoare la companie!’);

else if  (document.getElementByld('sondajfrm’).dcatue=="Alegeti’)
alert('Va rugam sa completati domeniul de actieitgt

else if (document.getElementByld(‘'sondajfrm’).TRiea=") alert('Va rugam
sa completati numele dvs!");

else if (document.getElementByld('sondajfrm’).opnrvalue=="Alegeti’)
alert ('"Va rugam sa completati cum descoperiti opotatile de investitii!");
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else if (document.getElementByld('sondajfrm’).outsing.value=="Alegeti’)
alert ("Va rugam sa completati ce forma de outsogra ales companial’);

else if (document.getElementByld('sondajfrm’).imdue=="Alegeti’) alert('Va
rugam sa completati ce indicatori s-au imbunatgtit!

else document.getElementByld(‘'sondajfrm’).submit();

}

</script>

Further research
In a future paper, it will be presented the sunieserpretation and
conclusions in order to offer support and conselyaon ICT facilities for SMEs.

Conclusions

The article is an original research representingase study of technical
solutions to implement an html form that sendseméd data from end-users in a
MySql database through GET HTTP method. Thus angSkan follow the steps
above and use the code presented for collectirigrelift type of data on internet
and send it into their own database. There arevirge forms on the market, but
they set a limit in the number of collected questiaires.
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ABSTRACT

The paper has presented an empirical picture odjiradities, both within
and outside the labour market for women, from gend&ations emerging
within the framework of overlapping social stratdtion in rural India.
Analysis is based on secondary data, where the asmphs not only on
measurement of quantitative variables, but alsotlon interactions between
various qualitative, socio-economic and socio-adtuvariables. The main
finding of the present study is that the participatof women in labour force
varies across economic classes, social groupgjicgls, regions and the rural
urban divide. Factors determining labour supply idems of women are
different from those of men. Interconnectednesfeimfale employment with
other social parameters, which are outside the nealf the standard labour
market analysis, gets highlighted in the study.

Keywords: gender relation; female labour force/work force fi@pation;
social hierarchy.
JEL Classification: Jig, Jb1

1.Introduction

The notion of ‘work’ and ‘employment’ for women isomplex. While
economic factors predominantly determine a manisigigation in employment,
the reasons why women work, or do not work or wiethey work part-time or
full-time can be diverse and are often rooted momplex interplay of economic,
social, cultural and personal factors.

In India, as in other parts of the world, fewer womparticipate in
employment as compared to men both in urban arad aneas. But more women
work as compared to men. This is the backdrop agaihich this paper analyses
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what gender relations emerge in employment underlapping class, caste and
community identity (religious groups) and finallpwa such gendering of work has
many significant and related consequences.

Rural women have less access than men to produetbeeirces, services and
opportunities, such as land, livestock, financedvies and education. Numerous
studies underscore the social costs of rural wosnkxck of education and assets,
linking it directly to high economic costs: wastedman capital and low labour
productivity that stifle rural development and pmegs. To understand women’s
work status in India’s rural areas and to examihe hature of women’s
employment, data from large scale National Emplayrténemployment Surveys
is analysed in the present study.

Theoretically, female labour supply is often moeelusing the framework of
the time allocation model (Becker, 1965), whichtetathat women make their
labour supply decisions not only considering legsaind labour trade-offs, but also
home-based production of goods and services (imgudaring for childrerf)
Seminal work done by Goldin (1995) explored thehdged relationship between
female labour supply and the level of economic tWgmeent across countries.
Initially, when the income level is low and the iagttural sector dominates the
economy, women'’s participation in the labour foicéigh, due to the necessity of
working to provide for consumption of goods andvems. As incomes rise,
women’s labour force participation falls, only ise again when female education
levels improve and, consequently, the value of wgsneéme in the labour market
increases. This process suggests that, at lowslesfelevelopment, the income
effect of providing additional labour dominatesnaadl substitution effect, while as
incomes increase; the substitution effect stantsidating.

The key contribution of this paper is that it exp® the dimensions of
women’s participation; both within the labour marlend outside, across socio-
religious and socio-economic groups. The interfateclass, caste and religion
(community identity) with labour market outcomeswabmen has been explored
and it is seen how specific attention to social eullural variables has relevance
for discussions on women’s employment (Neetha, ROTBe importance of

! Hence the need to consider participation of womverkers in activities which are
outside the production boundary and officially ddesed as being ‘out of labour force’

2 The income effect is the change of hours of wdrkrindividual with respect to a
change in family income. The own-substitution efffiscthe change in hours of work of an
individual with respect to change in their wageldimagy income constant.
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explicitly drawing distinctions between class, ggus and caste categories in the
analysis of female employment pattern is highlighte the paper. The novelty of
this study is that it uses a detailed and veryeldrglian household survey dataset
conducted by the National Sample Survey Office (@pSStylised facts from the
data are presented in a later section.

1.1 A History of Gender Relationships

There are two levels at which women and men intevéh each other: there
are large-scale, more impersonal gender relationd @timate gendered
relationships (Holmes, 2008). At the large-scalellevomen as a social group are
compared to men as a social group. Concerns aletreltare with general patterns
in how the two groups are positioned in relatioreéeh other within society. The
usual framework employed to understand gender ioakatis the common
sociological framework of social stratification atineé associated inequalities.

‘Social Stratification’ refers to the different kg within a society, the
hierarchies organised around different groups.mar forms of stratification occur
around class, caste, ethnicity or religion and gend/lomen’s social position has
historically been and continues to be one of digathge. A lot of research has been
done on gender inequalities which mention that wonypically have worse jobs,
get less pay and are likely to be poorer. Conjnoiitwomen’s relative disadvantage
has been the focus of much research particulamygh the 1980s and 1990s. There
has also been a growing emphasis on complexitydarasity. Much of empirical
research demonstrates that major continuities exfuality still confront women in
the labour market (Arber & Ginn 1995; Hakim 1996jbRry et al 1999). Gender
relations which operate at a large-scale levelistuin the paper) impact gendered
relations which are at a more personalised anahaté level.

1.2 Conceptualising Continuities and Changes of Gender Relations in
Employment

Research regarding gender relations in work andlyfamas been evolving
over recent decades (Irwin, 2005). Initially contties in inequalities were focused
but this has given way to recent concern with cexipf and diversity.
Researchers are now trying to understand how chamgendered employment
patterns connects to change in social organisatiore widely. There has been a
shift in the system of gender relations over thentieth century, resulting in a
change of the pattern of inequality between men \@othen. Hence a need to
develop and apply an intersectional approach todgeranalysis has been
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emphasised by the International Labour Organisdfiio®). Recent research thus
focuses more on issues of diversity, complexity ematextual specificities in the
reshaping of gender relations within the hierarghoé class, caste, social and
religious groups.

2.Research Objective

A major gap in the existing literature is the liedt attention paid to the
representation of class (as proxied by Landowngyshind of Caste. Class
considerations have been represented in the fornmedinological change in
agricultural methods (Da Corta & Venkateshwarlu9)9or in the form of income
classes of the household as represented by mamthlgapita expenditure. But the
idea that land ownership is a form of wealth whilgtides the economic class of
the household has yet to be exploited in studiasdLholding size from National
Sample Survey (NSS) data has been used as onee ohdhy determinants of
female labour force participation in studies befbrg the stratification of social
hierarchy in terms of land ownership has been gitedh few and far between.
Ownership of land being a historically importandizator of wealth of the
households and hence a socio-economic determieapgcially in rural India,
warrants a detailed study of its effects on thelmlsupply decisions of women
workers, i.e. on female employment. To try to fill the existent gaps in the
literature this paper has the following objectives:

I. To present a disaggregated analysis of female gmglot across class,
caste and religious identities in rural India
ii. Investigate the causal relationship between sombm@mic and socio-
religious determinants of female work force papiition.
iii. Establish the effectiveness of intersectionalitydatermining female work
force participation.

The social stratification of class has been donecdmysidering ‘economic
class’ which in rural areas is well delineated tne tland ownership of the
respective households. Greater amounts of landyiligher social positioning and
hence a privileged position. Amount of land ownedaistrong class stratifier in
rural India. Hence the idea of taking up land as of the causal variable. As
female labour is not decided by any single factor tather by an interplay of
various factors so the concept of intersectiondiiyg been utilised. Introduction of

% A study by Gita Sen and Chiranjib Sen (1985) hadied the female employment
pattern with respect to unpaid work within the ldudding sizes of the households.
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the interaction terms brings in the concept ofétsectionality’ (Crenshaw,1989). It
enables the present study to consider three dimegisaxes at one point of time.

The axes of observation are;

1)landownership class;

2)socio-religious group (interaction terms of soaqgabups and religions);
and

3)interaction terms (of land ownership and sociogielis groups).

The extent of female participation in the labourkeais determined in India
by a nexus of class/caste hierarchy and norms tfapzhal ideology. In a
hierarchical society based on patrilineal-patrilofzamilies, the location of the
family in the caste/class hierarchy would deterntme level and forms of female
work participation (Bardhan, 1985). This observatencouraged a look into the
behaviour of female work-participation of the diffat socio-religious groups in
India. These groups have been constructed fromdd&g which gives the position
of the household in the socio-religious ladderedattion of these socio-religious
groups and land ownership has given the positioth@fousehold in the class or
socio-economic ladder. Econometric estimation aradyais of the impact of these
interaction terms on the work participation of féenaorkers has enabled the study
to make certain conclusions about the behaviouewfale labour supply. It has
provided an insight into the employment aspectsrafen workers belonging to
various land ownership classes of the differentosoeligious groups. The need for
such a study was felt as there are differenceshiaritance and asset ownership
legislations among the various social and religigugips in India.

3.Data and Methods

The data used for analysis in this paper were atelteas part of the all India
quinquennial survey on Employment-Unemployment atidthal Sample Survey
Office (NSSO). The NSSO carries out all India htnade survey programme about
Employment and Unemployment every 5 years calledghinquennial rounds of
Employment and Unemployment Survey (EUS). A natidevenquiry is conducted
to generate estimates of various characteristictaipgg to employment and
unemployment and Labour Force characteristics etNhtional and State levels.
Information on various facets of employment and nypleyment are collected
through a schedule of enquiry (Schedule 10) adgptstablished concepts,
definitions and procedures. Based on the dataatetleduring the entire period of
survey, estimates pertaining to employment-unemmpéyt in India along with
various characteristics associated with them asgmted in the reports.
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NSSO employs three different methods of determiniegactivity status of
the persons. The first method identifies the Ufraicipal Activity Status (called
‘Usual Principal Status’, UPS) of a person by usangeference period of 365 days
preceding the date of survey. A person is consitlasebeing in the Work Forti
he/she is gainfully employed for a major part o threceding 365 days. The
second method considers a reference period of @®k \(current weekly status)
and the third method considers each day of the Weekent daily statud) Our
study is based on Usual Principal Status (UPS}hdénusual status approach, the
broad activity status of a person viz. employedermployed and ‘not in labour
force’ is decided by major time criterion.

Using employment data from the quinquennial rourfdbe National Sample
Survey (NSS), several papers/reports have exantireémployment situation in
India (Dev 2002, Ghose 2004, Masood and Ahmad 28figastava and Srivastava
2010, Majumder 2011, Mehrotra et al 2012, Shaw P04 8najor conclusion from

* (i) WORK FORCE PARTICIPATION RATE (WFPR) or WORKER
POPULATION RATIO (WPR) is defined as the numbepefsons/person-days employed
per thousand persons/person-days.

Work Force Participation Rate =

= (Number of persons employed)/(total population) x 1000

(i) LABOUR FORCE PARTICIPATION RATE (LFPR) is defed as the number of
person/person days in the labour force per 100€operperson days.

Labour Force Participation Rate

= (no.of employed persons
+ no.of unemployed persons)/(total population) x 1000

It is the economically active population which sligg labour for production and
hence includes both ‘employed’ and ‘unemployedspes.

® The NSSO has, over time, developed and standdrdisasures of employment and
unemployment. Four different estimates of the Laldéarce and Work Force are obtained
based on the 3 approaches adopted in the survegldssification of the population by
activity status viz: Usual Status, Current Weekigt$ and Current Daily Status. These Are:

(i) Number of persons in the labour/work force adang to the ‘Usual Status’ (ps)
i.e by considering usual principal activity only.

(i) Number of persons in the labour/work force @wing to the ‘Usual Status’
(pstss) i.e. by considering usual principal andsgliary activity together.

(iii) Number of persons in the labour/work forcecarling to the ‘Current Weekly
Status’ approach &

(iv) Number of persons in the labour/work forcee@mling to the ‘Current Daily
Status’ approach
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these studies is the fact that there has been keth@lowdown in employment
growth in the year 2011-12 and that this slowdownmmore marked for female
employment, both in urban as well as rural arehss@& studies provide an insight
into a neglected area — the female labour supp¢gss in India (Dasgupta and
Goldar, 2005).

While mainly economic factors determine a man’s tip@ation in
employment, the forces that influence a woman'siggpation are many and diverse
and include demographic, reproductive, socialgi@lis and cultural factors. Hence,
the decision to participate in the labour forcenifuenced by women’s individual
preferences and/or those of her household, faritymstances. The probability of
participating in the labour force is thus modelesda function of several explanatory
variables split into categories: individual chaesistics, household characteristics,
social characteristics and regional characteristibe existing literature (e.g. Klasen
and Pieters 2012, World Bank 2012) suggest thatolitapt determinants of
participation in India can be education (human tehgindowment), family income,
socio-economic and cultural factors, access touress (skills and capital), labour
market regulations, and infrastructure. The paps thus tried to estimate the
proximate determinants of the probability of labfance participation for women in
rural areas, in the sub-section 3.1. The impathesignificant variables is explored.
Stratification is done based on class and hencegsolp regressions have been
performed for the land ownership classes separatebection 4. An effort has been
made to highlight the multi dimensionality of deb@mants of the different economic
classes in section 5. Section 6 concludes.

The varying importance of the determinants thraglst lon the interconnected
nature of female employment. It is clearly estdglds that only economic variables
are not the deciding factors for female labour doparticipation. A host of other
factors work in unison, as is seen in figure nbetbw.

The main data set used in the study is Unit Levatiabrom the NSSO 68
Round for the year 2011-12, extracted from Schetl0ld_ogistic regressions have
been performed as the dependent variable takes hipaay value. Independent
variables are either categorical or continuoustiél statistical work has been done
using the software Stata, version 12. Central Sarnps been used throughout the
study. Data arrangement being very specific tosetions which deal with the
various aspects of the analysis of female employisenes have been explained in
detail in the respective sections.
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Figure no. 1. Flowchart showing the deter minants of female labour
force participation for the year 2011-12 (68th Round) at a glance

Descriptive statistics for the variables used i éimalysis in this section are
presented in Table A1 and the definition of varakk provided in Table A2.

It is important to note that the data on womentsla force participation in
developing countries have been highly criticizedessilting in serious omission of
women’s work due to undercounting (Jain and Baeefi685, Hirway 2002).
Much of this criticism has come from Indian femisiswho have worked
extensively with the National Sample Survey Office develop more nuanced
measures of women’s work including questions onnmeonunerative activities that
are often encompassed under domestic chores sdahmasvork and looking after
livestock (Das and Desai, 2003).

3.10bservations

Regression results from Table no. 1 show that aldemen in the age group
of 30 to 59 years have greater probability of pgréiting in the labour force (with
women in the age group 30 to 44 being more probttaa the ones in the age
group 45 to 59) than women in the age group ofdl3a years. This is because
after 30s women generally have reduced reproductegponsibilities. In many
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households, the elder kids take care of the youoges when the mother goes out
to work. Care work is always the responsibilitytloed female hence it is seen that if
the household has children less than five years'agelders above the age of 65
years then the probability of labour force partigipn lowers significantly. For
marital status, with ‘never married’ status beihg teference category it is noticed
that there is a significantly higher probabilityfemale workers participating in the
labour force. Odds ratios are the highest for ‘died separated’ category,
highlighting the distress push that such women fab&ch forces them in the
labour market Education level of the individual has a signifitgositive impact
on labour force participation. An increase in tliuaation level of the woman
causes a higher probability of labour force pgration.

Tableno. 1. Logit Estimates (Odds-Ratio”) of the deter minants of labour-force
participation of women workers, 15-59 years, Usual Principal Satus

Independent Variables Female Wor ker s (15-59 years)

1=In Labour Force
0= Out of Labour Force

Age (Ref:15-29 years)

30-44 4.22**(0.05)
45-59 3.81***(0.05)
Marital Status (Ref: Never Married)

Currently Married 8.53***(0.11)
Widowed 10.11**%(0.24)
Divorced Separated 22.22***%(1.51)

Education (Ref: llliterate)

® Similar regressions have been carried out for murb@a and the odds-ratio for
Divorced and Separated women is positive but ndtigb. It is 6.40(0.52)***, The results
have not been published to economise on space.

" An odds ratio (OR) is a measure of associatiowdeh an exposure and an
outcome. The OR represents the odds that an outasitheoccur given a particular
exposure, compared to the odds of the outcome eglin the absence of that exposure.

OR=1 Exposure does not affect odds of outcome

OR>1 Exposure associated with higher odds of ouéecom

OR<1 Exposure associated with lower odds of outcome
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Below Primary

0.48**(0.00)

Primary and Middle

1.03%*(0.01)

Secondary and Higher secondary

1.10*(0.01)

Graduate & Above(diploma)

2.26"*(0.04)

Households with Children(age<=5yrs)

0.99(0.00)

Households with Elderly(age>=65yrs)

0.72***(0.00)

Land-Ownership (Ref: Landless)

Marginal Owners

0.82%**(0.04)

Small Owners

1.00(0.05)

Large Owners

1.08(0.05)

MPCE Quartile (Ref: Lowest Quartile)

Second quartile

0.94*+(0.01)

Third quartile

0.82***(0.01)

Fourth (highest) quartile

0.62***(0.00)

Social Group (Ref: ST)

SC 0.76**%(0.01)
OBC 0.66**%(0.01)
Others 0.57**%(0.00)
Religion (Ref: Hindu)

Musdlims 0.90***(0.01)

Other-Réligions

1.02*%(0.01)

Regions (Ref: East)

West 1.44***(0.02)
Central 0.83***(0.01)
North 1.08***(0.01)
South 1.59***(0.02)
North East 0.98%(0.01)

Ref. implies reference category; *** implies significance at 1%, ** implies significance at
5%, * implies significance at 10% level. The figures given in the parenthesis are the robust
standard errors. Source: NSSO 68th Round, 2011-12.
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Social groups and religion have a significant éffacd results show that
there is a lower probability of participation amo®gheduled Castes, Other
Backward Castes, Others and Muslims. Regions presearied picture with West,
North and South showing a higher probability oftiggyation compared to Central
and North-East.

Economic class of the household can either be pddsy the land-ownership
or by the monthly per capita expendifure

a) As the land-ownership of the household incregiseprobability of labour
force participation increases but results are mgtificant. If the amount of land
owned is an indication of wealth of the househblehtour hypothesis is that with
an increasing ownership of land, probability oftigépation should be le$sBut
results show that there is an increasing probghifipparticipation. This proves that
there is some other element which is influencing ldbbour supply decision of
female workers. It will be brought to light in a&da section where the participatory
process has been explored under the overlap af-eecnomic and socio-religious
factors influencing female labour supply decision.

b) With an increase in the income of the housektwédprobability of labour
force participation of the female worker lowgrs

This study seeks to bring forth the gender relationemployment under the
social hierarchies. As such a process works uridesocial stratification of class,
caste, gender and religion so in the next sectidn group regressions for the
different land-ownership classes have been perfortoesee the determinants
which are affecting participation of women in labdarce.

4. Economic Class as a Determinant of Rural Female Employment

In this section, an effort has been made to elteittae factors which play an
important role in female labour supply decisionginal India in the 68 round,
2011-12. Such an exercise has been performed wiki@nstratification of the

8 The study considers land ownership only, asiit ise rural backdrop and because
of the fact that the stratification according t@sd has been defined in terms of land
ownership. Sub group Regressions have been rumgoe classes in rural and urban areas
though, but the results have not been published.

° It maybe due to the ‘stigma effect’ as mentionad ®oldin (1995) in the
U-Hypothesis.

%Income Effect’ as mentioned by Neff et al. (2052 Rangarajan et al. (2014)
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economic class. Separate sub group regressions besm run for each land-
ownership class to verify if the deciding factore different for each of the class.
Table 2 shows that for each land-owning class, st lod varying factors are
significant in determining the probability of paipation for the women workers.
What has also been endeavoured is to check if ther@ni-dimensionality in these
factors. The results have established the sigmificale of multi-dimensionality

through the interplay of social, cultural and denagdpic factors.

Table no. 2. Results (Odds-Ratio) of logistic regression for women workers (15-59

years), 2011-12 according to Usual Principal Status

é—InLabForc 1=InLabForce | 1=InLabForce | 1=InLabForce
0=Not in 0=Not in 0=Not in 0=Not in
Independent LabForce LabForce LabForce
Variables LabForce
LANDLESS|MARGINAL |SMALL LARGE
LANDOWNE |LANDOWNE [LANDOWNE
RS RS RS

Age (Ref: 15-29)

30-44

3.23(0.4)*

4.76(0.07)

3.46(0.08)*

3.94(0.10)

45-59

2.80(0.48)*

4.23(0.07)**

3.45(0.09)***

3.29(0.09)***

Marital Status (Ref:

Never Married)

Currently Married

6.15(1.02)*

7.06(0.12)**

12.15(0.35)"*

10.07(0.30)**

Widowed 8.47(2.58)**9.95(0.31)*** | 10.22(0.51)*** 10.74(0.60)***
Divorced/Separated |5.43(0.05)**| 18.59(1.64)*** | 18.07(2.99)***| 42.34(6.22)***
Education (Reft

llliterate)

Below Primary

0.30(0.05)*

0.499(0.00)**

0.51(0.01)**

0.44(0.01)**

Primary and|0.92(0.14) | 1.08(0.01)** | 1.08(0.02)**| 0.89(0.02)*
Middle
Secondary and|0.83(0.14) | 1.156(0.02)*41.27(0.03)** |0.90(0.02)**

Higher secondary

Graduate & above

(diploma)

2.68(0.5)"

2.45(0.06)"*

2.15(0.09)**

2.06(0.08)***
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Households with0.98(0.06) 0.98(0.00)*** | 1.00(0.01) 0.99(0.01)
children (<=5 years)
Households with0.61(0.07)**| 0.69(0.00)*** | 0.79(0.01)*** | 0.71(0.01)***

elderly (>=65 years)

*

MPCE Quatrtile (Ref;

Lowest quartile)

Second Quartile 1.17(0.21) | 0.93(0.01)*** | 0.99(0.02) 0.92(0.02)**1
Third Quartile 0.99(0.18) | 0.80 (0.01)***| 0.83(0.02)***| 0.84(0.02%*
Fourth (highest) |0.71(0.14)**| 0.58(0.01)*** | 0.64(0.01)*** | 0.71(0.02)***
Quartile *

Social Groug

(Ref:ST)

SC 1.05(0.24) | 0.79(0.01)*** | 0.65(0.02)***| 0.76(0.03)**
OBC 0.80 (0.17) | 0.67(0.01)*** | 0.59(0.01)***| 0.70(0.02%*
Others 0.68(0.13)* | 0.57(0.01)*** | 0.51(0.01)***| 0.60(0.02¥*
Religion (Ref:

Hindu)

Muslims 0.81(0.11) | 0.94(0.01)*** | 0.72(0.02)***| 1.00(0.03)

Other Religions

1.46(0.27)"

1.09(0.02)**

1.02(0.03)

0.88(0.03)**

Regions (Ref: East)

West 0.97(0.20) | 1.30(0.03)** | 1.65(0.06)**| 1.58(0.06)*
Central 0.48(0.11)* | 0.81(0.01)** | 0.95(0.03) 0.83(0.03)***
North 0.77(0.17) | 0.97(0.02) 1.51(0.05)*4 1.03(0.04)
South 1.19(0.28) | 1.44(0.03)** | 2.17(0.07)**| 1.57(0.06)*
North East 0.72(0.15) | 0.93(0.02)** | 1.18(0.04)**| 1.01(0.04)

Ref. impliesreference category; *** implies significance at 1%, ** implies significance at
5%, * implies significance at 10% level. The figures given in the parenthesis are the
robust standard errors. Source: NSSO 68th Round, 2011-12.

4.1 Snapshot of theimportant determinants

Below, a summary of the determinants which areifsiggmt in female labour
force participation for women belonging to the faategorised land-ownership
classes has been provided
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Large Landowners
(>2.00 hectares):
age, marital status,

Small Landowners .
(0.41-2.00 education,

hectares): age presence of elders,

Marginal marital status, family ion level
Landowners{0.00 education. con_sl;mptlon evek
Landless(0.000 1-0.40 hectares): presence of elders, social roups,
hectares): age, age, marital stafus, family feaons
marital status, education, consumption level,
presence of elders presence of social groups,
dependants, regions
family
consumption

level, social and
religious groups,
regions

Figure no. 2. Significant deter minants of female labour force participation
for the different land-owner ship classes

From Figure no. 2 it is evident that the intercariadness of social and
economic factors plays a very important role iredeining female labour supply.
Gender relations being created in the employmeotgss are not in favour of
women. While employment issues in India centratlgus around the category of
gender, by mentioning quantitative levels of femafaployment, the issues of
patriarchy, domestic subordination, biological d@iaism, reproductive norms
etc. are not taken into considerafioriThese are often informed by the cross-
linkages with identities of class and caste. Thesgories often overlap with
gender. The importance of intersectionality hamnbestablished which leads us to
our next econometric specification.

5.Female Work Force Participation under the Overlap of Class, Caste And
Religion

A lot has been studied about the different detemmis of female labour
supply process in the Indian Economy along a sireys. Studies on female
employment need to delve more into the overlap (Ni=et al. 2014) of the axes

1 http://vle.du.ac.infmod/book/print.php?id=13454&pkerid=29812
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of class, caste and religious identities and tlesiinkage of the variables in
influencing the decision of female labour suppligisTsection has tried to focus on
this aspect. Economic class has been proxied bg-damership, caste and
religious identities have been proxied by creatiagio-religious groups from NSS
data. Wealth being a stock concept, its availgbiNith the households should
affect the decision of the family to send their veanfolk to work. This would be

applicable not only for the current generation faut future as well as the past
generations also. So, there would be an interggoeahimpact of this determinant
of female labour supply. The present section, h@wnelas focussed only at the
effect on the present generation of women workerthé 68 Round for the year

2011-12.

5.1Mode

Total no. of observations in the 68th Round= 4,96,Bdividuals.

This includes both males and females in rural dbageurban areas. For this
specific study only females have been consideredtlaen the data set reduces to
2,23,195 persons. An attempt is made to analysestiyg@loyment behaviour of
female workers, so the data set consists of workipg females in the age group
15-59 years. Now the data set consists of 1,42p&f6ons. After adjusting for
work-force participation of female workers in rurateas the final data-set is
90,230 persons.

For considering Work-Participation of Female Woskén the age group of
15-59 years) in the Usual Principal Activity Statbe data has been arranged in the
following manner:

i. Usual Principal Activity Status code ‘81(as per NSSO schedule) has not
been taken into consideration as that will givehesLabour Force estimate but we
are considering Work-Force participation only.

ii. Usual Principal Activity Status code §%attending educational institutions)
has been considered ‘out of labour force’ (as 880 directive),

jii. Usual Principal Activity Status codes [(8®3"), (94,95,9%)] have not
been taken into consideration as they do not enabte define work-participation

2 bid not work but was seeking and/or availableviork — Upasi.
13 Attended educational institution — Upa91.
14 Attended domestic duties only — Upa92.
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as gainful employment. {These codes describe dietivivhich are not remunerable
or done for gainful purposes}

iv. An observation needs to be made here: Although Upafines unpaid
family worker yet we have considered it in Work tR@pation because as
landownership increases there is a greater repegsenof working age women in
the family who work as unpaid family labour. Mosttbe unpaid agricultural (on
owned farms) or non-agricultural (in own househelderprise) work is done by
female workers of the household. Taking Upa21 awasideration or leaving it out
of the definition of Work Participation changes teeonometric results for the
different socio-religious groups.

Work-Participation = Usual Principal Activity Statu
[(11"%+12"9)+21]+3P°+[(417+51%)]

Final size of the dataset= 90230(observations)rhie data set describing
and testing of the hypotheses is done using tharBibogit framework.

The Model can be expressed as follows:
Logit x = e{p+ Z{'czl oG Y;
Where x is the probability that an individual peigiates in workforce;
. x
L ogit x= In(E)
{y, }(i=1,2,....,k) are the predictor variablegg is the intercept anef;s are
the regression coefficients.

®Attended domestic duties and was also engaged ea éollection of goods
(vegetables, roots, firewood, cattle-feed, etc@wing, tailoring, weaving, etc. for
household use — Upa93.

16 Rentiers, Pensioners, Remittance recipients etipa94, Not able to work due to
disability — Upa95, Others (including begging, gitosion, etc.) — Upa97.

"Worked as helper in h.h enterprise (unpaid famityker) — Upa21.

18 Worked in h.h. enterprise (self-employed): owncast worker — Upall.

9 Employer — Upal2.

2 Worked as regular salaried/ wage employee — Upa31.

2L Worked as casual wage labour: in public works -adip

2 \Worked as a casual wage labour in other typesookw Upa51.
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Table no. 3. Odds ratios explaining female participation (68th Round)

Modell
Land-Classes Wipr (with UPA21) Wipr (without UPA21)
Landles$ Ref Ref
Marginal Land Owner 0.99(0.08) 0.99(0.08)
Small Land Owner 1.04(0.08) 0.88(0.07)
Large Land Owner 1.07(0.01) 0.94(0.07)

Model2

Socio-religious grps
Hindu-STS Ref Ref
Hindu-Others 0.82(0.02)*** 0.85(0.02)***
Hindu-SCs 0.82(0.03)*** 0.93(0.03)**
Muslims 0.64(0.03)*** 0.70(0.02)***

Other-Religions

0.72(0.03)**

0.75(0.02)**

Model3
Interaction Terms ‘
Hindu-Others
Landless Ref Ref
Marginal 1.02(0.08) 1.01(0.08)
Small 1.08(0.08) 0.93(0.08)
Large 1.12(0.08) 0.96(0.08)
Hindu-SCs
Landless Ref Ref
Marginal 1.07(0.09) 1.11(0.09)
Small 1.11(0.09) 1.02(0.09)
Large 1.04(0.09) 0.95(0.09)
Hindu-STs
Landless Ref Ref
Marginal 1.30(0.12)*** 1.32(0.12)***
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Small 1.2(0.09) 1.01(0.09)
Large 1.30(0.10) 1.00(0.10)
Muslims

Landless Ref Ref
Marginal 0.85(0.07)** 0.82(0.07)**
Small 0.77(0.06)*** 0.69(0.06)***
Large 0.95(0.08) 0.89(0.08)
Other-Religions

Landless Ref Ref
Marginal 0.93(0.07) 0.90(0.07)
Small 0.96(0.07)*** 0.88(0.07)***
Large 0.93(0.08) 0.87(0.08)*

Note: 1& 2 are reference categories because they have lowest representation in sample.
Ref. impliesreference category; *** implies significance at 1%, ** implies significance at
5%, * implies significance at 10% level. The figures given in the parenthesis are the
robust standard errors. Source: NSSO 68th Round, 2011-12

5.2 Observations

The results of the micro decision making proceshl@ 3) as evident from
the binary choice model are explored. The models us@d (categorised as
marginal, small and large), socio-religious grogpategorised as Hindu-Others,
Hindu-SC, Hindu-ST, Muslims and Other Religiong}eraction terms of land and
socio-religious groups and sector (categoriseduaa and urban) as the causal
variables.

5.2.1 Model 1

The most important result from this model is thebremic class is not a
significant variable in determining whether the vesmworker will take part in
work-force or not. Women workers belonging to maagilandowning households
have a lower probability of working. Those from dinaad large landowning have
a greater probability of taking part in work forGéhere is no inverse relationship
between land-ownership classes and female worlefpacticipation implying that
the ‘income effect’ is not at work in the year 2aiA
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This is mainly due to the presence of Unpaid horasetl work (Upa2l)
because when binary logit without including thiadiof work in the definition of
work participation is performed then results shitwat tthere is an inverse relation
between the two variables. The tables showing blm¢hregression results have
been presented.

As the ownership of land increases there is a Iguwebability of women
workers working when the ‘unpaid work’(Upa21) ddmewomen workers is not
considered, but once this work is taken into carsition the work force
participation increases with increase in land owhigrsize.

This is a representation of the fact that for feamabrkers the decision to
participate in work force is not a simple functiafi economic or social or
demographic or cultural factors. There are eleméetgond these determinants
which must be factored in to get the actual scenari

The forces at play in determining whether a womarker will provide
labour supply are varying. This proves the fact thdike for male, female labour
force participation is an interplay of a myriad tfas. The interconnectedness of
female labour is clearly brought out from the réssul

Asset ownership laws are varied among the diffeseto-religious groups
in India. To study the impact of such differences ave studied female work-
participation behaviour among the various sociai@lis groups.

5.2.2 Model 2

Hindu-STs (Schedule tribes who are Hindus) aresidened as the reference
category for the next section of study involvingisereligious groups as they are
least represented in the sample.

Women workers from Hindu-Others, Hindu-SCs, Musl{ieensidering Mus-
STs, Mus-SCs, Mus-Others and Mus-OBCs) and OthbkgiBes have a
significantly lower probability of taking part in awk-force participation,
irrespective of the presence or absence of nonsmemative work done on own
farm or household enterprise (Upa2l) in both thends. This proves the
importance of caste as a variable in determiniegrtdnd of female labour supply.

In the social stratification of class and castethim 68' round, class loses its
significance and the composition of work done by Wwomen worker gains more
importance.
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5.2.3 Model 3

The overlap of economic class, caste, religiongemtler is studied with the
concept of intersectionality by looking at the irapaf the interaction of land and
socio-religious groups on female work participati®esults show that for Hindu-
Others, women workers belonging to marginal, smaaldl large landownership
households have a greater probability of workingsBnce of land as a productive
asset, which is a form of wealth, is not affectimgrk participation favourably, i.e.
there is no inverse relationship between landovinygrand Female Work Force
Participation Rate among this socio-religious grolipis is again due to the
presence of ‘unpaid work (Upa21)’ in the definitiohwork participation. As there
is no clarity about the ownership rights of theikade land with the households, it
has been assumed that the women workers have it rsght to ownership as
their male counterparts.

For Hindu-SCs and Hindu-STs, the results show wanhen workers from
marginal, small and large landowning householdsehawgreater probability of
working. This is irrespective of whether unpaid Wwan household farms is
included or not. So, the overlap of class, castd egligion determine the
employment relations for women workers. An increas&vealth is not affecting
the work participation decision favourably.

For Muslims and Other-Religions too the lower piulity of work force
participation by women workers, both in case ofghesence or absence of unpaid
work on household farms again reiterates the fhat the Overlap plays an
important role in decision making.

Thus, interconnectedness of economic and soci@blas play a strong role
in determining female work force participation wi@&s economic variables are
stronger in determining male work force participgti.

6. Conclusion

Main finding of the present study is that the ma#pttion of women in labour
force varies across economic classes, social groelggons, regions and the rural
urban divide. Labour force participation is the aaume of both the supply-side

% As a robustness check similar exercises have pedrmed for male workers
(15-59 years). It has been found that class playsngortant role in the decision-making
process of male labour supply. Caste and compaositiavork do not have a significance.
Overlap does not bring about any changes in thisideemaking process. Results have not
been published to economise on space.
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factors and the demand for labour. Factors deténgilabour supply decisions of
women are different from those of men. Interconegioess of female employment
with other social parameters which are outsiderdgsm of the standard labour
market analysis gets highlighted in the study. Tisisesponsible for creating
puzzling trends and patterns in employment datas klso responsible for the
gender gap in labour force and workforce levelsi@and religious background
is an important determinant of labour market paoditon for both men and
women. Relative influence of social and religio@Ekground is much higher for
females (Neetha, 2013). The differences in male fenthle participation rates,
controlling for demographic variables and educat®rpartly explained by this
peculiarity of female employment. In fact, womerlooging to different social,
cultural and religious backgrounds exhibit varypegticipation rates in the activity
statuses enumerated by NSS data. This fact has dmawborated in the paper,
where econometric analyses have revealed that wdménging to different
socio-economic and socio-religious groups haveimgrparticipation rates in the
workforce. Large anecdotal evidence suggests thatalie behaviour in labour
market is dramatically affected by their and thieirusehold’s religious beliefs
(Pastore and Tenaglia, 2013). Results of this stdelyict that socio-religious
groups are significant determining factors for wdokce participation. So, the
determinants which are significant for female ergpient are not on a single axis
of consideration, they are always intertwined andnifest themselves along
multiple axes. Hence, the gender relations emerigitige employment process are
not always in favour of women. It is evident thajarity of women in rural areas
are subjugated to such relations, i.e. they capadticipate in the labour/work
force independent of the relations. Women must dedd participate in the
labour/work force within the boundaries of the gemcklations which are created
in the households or the work place.

Multiple layers of the society are referred to‘&ecial Stratification’. The
paper has presented an empirical picture of lab@uket inequalities for women and
the inequalities outside, within the framework atls overlapping stratification in
rural India. Analysis is based on secondary datere/the emphasis is not only on
measurement of quantitative variables, but alstherinteractions between various
qualitative, socio-economic and socio-cultural disiens which have an implication
on female participation in the labour force. Claad significant results are obtained
when the interaction between landownership categaind socio-religious groups
are taken into consideration. The multi dimensibyalf the data provides a definite
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pattern of the employment of women workers withie gender relations created
thereof.
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Table Al: Descriptive Statistics of the Independent Variablesin section 3

Independent Variables

Description

Proportional
Representation

Age Categorical Variable

15-29 yes=1, no=0 Reference 29.08%
30-44 yes=1, no=0 23.46%
45-59 yes=1, no=0 15.43%
Marital Status Categorical Variable

Never Married yes=1, no=0 Reference 41.15%
Currently Married yes=1, no=0 53.35%
Widowed yes=1, no=0 5.15%
Divorced Separated yes=1, no=0 0.34%
Education Categorical Variable

Illiterate yes=1, no=0, Reference 23.70%
Below Primary yes=1, no=0 18.72%
Primary and Middle yes=1, no=0 32.66%
Secondary and Higher secondary yes=1, no=0 18.66%
Graduate & Above(diploma) yes=1, no=0 5.62%
Households with Children(age<=5yrs) in numbers, Continuous Variable |36.31%
Households with Elderly(age>=65yrs) in numbers, Continuous Variable |23.20%
Land-Ownership Categorical Variable

Landless yes=1, no=0, Reference 0.22%
Marginal Owners yes=1, no=0 50.20%
Small Owners yes=1, no=0 31.68%
Large Owners yes=1, no=0 17.89%
MPCE Quartile Categorical Variable

Lowest Quartile yes=1, no=0, Reference 29.82%
Second quartile yes=1, no=0 28.58%
Third quartile yes=1, no=0 23.72%
Fourth (highest) quartile yes=1, no=0 15.88%
Social Group Categorical Variable

ST yes=1, no=0, Reference 16.74%
SC yes=1, no=0 16.58%
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OBC yes=1, no=0 39.64%
Others yes=1, no=0 27.03%
Religion Categorical Variable

Hindu yes=1, no=0, Reference 74.68%
Muslim yes=1, no=0 12.87%
Other-Religion yes=1, no=0 12.45%
Regions Categorical Variable

East yes=1, no=0, Reference 10.66%
West yes=1, no=0 10.09%
Central yes=1, no=0 29.16%
North yes=1, no=0 16.56%
South yes=1, no=0 18.02%
North-East yes=1, no=0 15.50%

Author’s calculation.

Source: NSSO &8Round Unit Level Data, 2011-12.

TableA2: Definition of variablesused in Section 3

Dependent Variable

The dependent variable in logistic regression aglyparticipation in labour force, is
dummy variable with value=1 if ‘in the labour fot@nd value=0 if ‘not in the labou
force’

Independent Variables

a

The independent variables of importance and intewes

Land ownership [coded as three dummies indicatiaggmal land owners (0.00]
0.40 hectares), small land owners (0.40-2.00 hestand large landowners (>2.
hectares) with landless households being the mdereategory],

DO

Caste (coded as three dummies for Schedule C&8BfSs, Others with Schedu
Tribe being the reference category)

Religion (coded as two dummies for Muslims and ©#eligions with Hindus a$

the reference categories).

D

Several important control variables indicating dgnaphic characteristics of th
individual (age, educational level, marital statasid the household (depender

level, income levél), regional dummies have been incorporated in theah

100
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TableA3: Definition of variables used in section 5

1) Land Ownership®:

Is a categorical variable where the classes cermidare:

Landl1 = Landless Households (landownership®@t@ectares), (yes=1; no=0)

Land2 = Marginal Landowners (ownership 0.0040Chectares), (yes=1; no=0)

Land3 = Small Landowners (ownership 0.41-h86tares), (yes=1; no=0)

Land4 = Large Landowners (ownership >2.00dres), (yes=1; no=0)

2) Socio-Religious Groups:

NSSO disaggregates data on the basis of sociapgraund religions. The following soci
religious groups have been created to get a détpilture of the behaviour of workforge
participation.

A4
1

Hindu-Others(H-0), (yes=1; no=0)

Hindu-SC(H-SC), (yes=1; no=0)

Hindu-ST(H-ST), (yes=1; no=0)

Muslims(M), (yes=1; no=0)

Other-Religions(Othr-Relgns), (yes=1; no=0) [Ina&sdChristianity-3,Sikhism-4, Jainism
5, Buddhism-6, Zoroastrianism-7, Others®9]

(3) Interaction Terms,

To get a further disaggregated picture of the worke participation behaviour of the
socio-religious groups, interaction terms of landevship and the socio religious groups
have been created in the following manner:

Lasrgll= Hindu-Others who are landless, (yes=10ho=

Lasrg12= Hindu-SCs who are landless, (yes=1; no=0)

Lasrg13= Hindu-STs who are landless, (yes=1; no=0)

Lasrgl4= Muslims who are landless, (yes=1; no=0)

% The concept used in this paper of creating landership categories has also been
used by the following researchers in their  paper

(a) P.K. Bardhan (1979); where he has considered ttmaa classes viz, Landless
labourers, Small farmers (holdings<2.5 acres) aargjé farmers (holding>2.5 acres)

(b) Supriya Garikipati (2006); where she has classifiseh and women labourers
using ‘labour class ranks’ developed by Bardharv@%nd DaCorta & Venkateshwarlu
(1999). It is based on Roemer's (1982) system aimeésgthree labour classes: Pure
Labourers, Labour Plus and Small Farmers.

% The steps involved in creating the socio-religigusups can be obtained from the
author on request.
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Lasrg15= Other-Religions who are landless, (yeso:0)

Lasrg21= Hindu-Others who are marginal landown@es=1; no=0)

Lasrg22= Hindu-SCs who are marginal landowners<$eno=0)

Lasrg23= Hindu-STs who are marginal landownerss£§e no=0)

Lasrg24= Muslims who are marginal landowners, (fe$0=0)

Lasrg25= Other-Religions who are marginal landowj{ges=1; no=0)

Lasrg31= Hindu-Others who are small landownerss£§e no=0)

Lasrg32= Hindu-SCs who are small landowners, (¥£88=0)

Lasrg33= Hindu-STs who are small landowners, (ypsot0)

Lasrg34= Muslims who are small landowners, (yeswEQ)

Lasrg35= Other-religions who are small landownéygs=1; no=0)

Lasrg41= Hindu-Others who are large landowners{$eno=0)

Lasrg42= Hindu-SCs who are large landowners, (yese20)

Lasrg43= Hindu-STs who are large landowners, (yesg0)

Lasrg44= Muslims who are large landowners, (yesroE0)

Lasrg45= Other-Religions who are large landownges=1; no=0)
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Abstract

The study investigated the effect of investor semtt on future returns
in the Nigerian stock market for a period coveritige time from the first
quarter of 2008 to fourth quarter of 2015. The Otkef§ression and granger
causality techniques were employed for data analyBke results showed that
(1) investor sentiment has a significant posititfea on stock market returns
even after control for fundamentals such as Indalstproduction index,
consumer price index and Treasury bill rate; (2 is a uni-directional
causality that runs from change in investor sentim@CCI) to stock market
returns (Rm). Derived finding showed that the ismua of fundamentals
increased the explanatory power of investor sentinfilem 3.96% to 33.05%,
though at both level, investor sentimefn€(Cl) has low explanatory power on
stock market returns. The study posits existenca dinamic relationship
between investor sentiment and the behaviour okdtdure returns in Nigeria
such that higher sentiment concurrently leads ghbr stock prices.

Keywords: investor sentiment; Nigerian stock market; stoctumes;

consumer confidence index; noise trading.
JEL Classification: Gy;, My
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1. Introduction

1.1Background to the Sudy

The term sentiment is associated with attitude,ught or judgment
prompted by feeling (Almansour, 2015). Li (2010¥ides investor sentiment as
“the general feeling, mood, belief or expectatibmarket performance”. The term
is not only used in psychology but also in thedfief finance. Generally, sentiment
is associated with the cognitive comparisons madievestors in their investment
(Zweig, 1973). Investors can rely on cognitive ¢astas well as their experience in
making investment decisions. Thus, sentiment isitkestment decisions about
asset prices that is not related with the econ@nd market fundamentals. Earlier
researchers have seen sentiment as investorstdbégectations on asset values
(Zweig, 1973); the noise in financial markets (Blad¢986); the component of
investors’ expectations about asset returns thatnat justified by fundamentals
(Lee, Shleifer & Thaler, 1991). Further to thish8itz, Glaser and Weber (2006)
define investor sentiment as the expectation ofstoars regarding the price of one
or more financial assets that is not based on fwmed#al information. All these
definitions point to the influence of non-fundananwariables on financial
decision making. In a nutshell, investor sentimerthe bias in asset pricing which
creates wrong value of financial assets, away ftloenequilibrium, as a result of
use of physiological state rather than logical sieais based on fundamental.

Investor sentiment is a new concept in finance Hest changed the belief
about factors that affect asset pricing in finaheiarkets. The traditional financial
theorists have either ignored sentiment as a askof or assumed that prices are
not affected by investor sentiment because theiraghels will be neutralized by the
transactions of arbitrageurs and thus discountpdtssible effects of sentimental
investors (Wang, Li, & Lin, 2009). This follows frothe assumption that: firstly,
financial markets are informationally efficient asdcondly, market participants
are rational. In an efficient market, absence ofketafriction guarantees price of
marketable securities to be equal to their faceevalefined as the sum of present
value of all expected cash flows (Gizelis & Chowdhuw2016). However the
second assumption that individual investors behati®nally implies that they
consider and rely on all available relevant infotioya within their reach in all
investment decision making. Rationality in finahcraarkets is based on the
hypothesis of rational expectations found in ecaodireory, which states that the
predictions of economic agents regarding the fuwakie of an asset are not
systematically biased; that is, errors are notetated. The classical financial
theorists further argue that any additional faciateoduced by noise traders will
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be quickly expelled from the market and with thdme bpportunities of making
risk-free profits.

However, there have been reasons to believe thafummlamental factors,
such as sentiment, also influence asset pricingtoHi has shown that economic
downturns, financial crises, political turmoil, anther social factors have caused
the stock markets around the world to be unstaidehéghly volatile for investors
(Guiso, Sapienza & Zingales, 2008). A number otlstmarket events including
the Great Crash of 1929, Tronics Boom and Go-Gaesyefathe 1960s, The Nifty-
Fifty bubble of the 1970s, Black Monday Crash oftéber 1987, the Dot.com
bubble of the 1990s, 1997's East Asian financisisrand the global financial
crisis of 2008, are all cases that have not be@hamed by the classical finance
theories (Almansour, 2015; Li, 2010). These evesipport the theoretical
propositions of the Behavioural finance which poiiat investor sentiment cannot
be wished away in determining asset prices. Thewearthat sentiments will
naturally affect asset prices because some inweaternot completely rational; and
arbitrage — which they describe as the transactionslucted by rational investors
— is risky and therefore limited (Shleifer & Sumiset990).

However, investor sentiment caused by demand shaicksational traders
could be correlated over time leading to a stramg) @ersistent mispricing (Brown
& CIiff, 2005). How long this stock mispricing lait determined by the activities
of the rational investors (arbitrageurs) who wilaw to profit from the market
disequilibrium caused by noise trading. Hughen EtudDonald (2005) explained
that the existence of significant arbitrage cosils impede the trading activity of
the rational investors and limitation to arbitragi#l exist as sentiment is cross-
sectionally correlated and the rational investoasef the risk of continued
movements away from fundamental values. The liofitarbitrage prevent rational
traders to eliminate this influence on stock prisgge it is unclear how long the
buying or selling pressure from overly optimistic gessimistic irrational traders
will persist (Shleifer & Vishny, 1997). However, exy mispricing must eventually
be corrected so that one should observe that h@ghld of investor optimism
(pessimism) are on average followed by low (highyims (Schmeling, 2009).

The aggregate stock market returns on the Nigesttk market has
witnessed consistent variations over time (seerEjgun the second quarter of
2008, the market earns about 10.8% returns. Tleeofagtock returns from then till
first quarter of 2009 nosedived as low as 9.8%. rBligrn has remained oscillatory
from 2009 till 2015. This implies that investmentNigeria can be risky. Theories
and empirical studies have posited that percepifdanvestors on share prices on
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the market can be influenced by either rationablimental factors or some set of

irrational sentiments. Yet no study has been adwroet to show evidence of the
effect of investor sentiments on stock returns igeNa.

11,2

STOCKRETURNS IN COMPOUNDED RATE
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Figureno. 1. Aggregate stock market returnsin Nigeria

1.2 Satement of the Problem

The conflict between the classical and behaviofinance theorists on the
role of investor sentiment on asset prices is winnlestigating in an undeveloped
small size stock market like Nigeria. As developamgl most emerging markets are
dominated relatively more by individual investdnattlack quality information and
professional financial analysts’ services, the ganfinces of these markets are
more likely to be influenced by the sentiment ohgml investors. Short selling
usually is either not allowed or it is very shallowmany developing and emerging
stock markets and this is for all practical purgodes case of the Nigerian market
as well. Hence, as expected, the absence of thieamisen of short selling makes it
difficult for smart investors to respond quickly aay new information in order to
align mispriced stocks.

Despite the high possibility of presence of sentitria the Nigeria capital
market, there is hardly any known published papkraling with the effect of
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sentiment. Thus, this paper investigates the pmdace of the Nigerian stock
market primarily from behavioural perspective byraducing sentiment factors in
the empirical asset pricing models. The specifiectives include:

1.To examine the relationship between changes instovesentiment and
stock market returns.

2.To determine whether sentiment depends on previetigns or it is
returns that depend on previous sentiment movements

1.3Hypotheses

Hol: The relationship between sentiment and exgdeaeteirns is significantly
negative, even after controlling for fundamentatdas.

Ho2: There is no causality between investor semtimend future stock
market returns.

1.4 Scope of the Sudy

The study was restricted to the use of only onetirsent indicator
(Consumer Confidence Index — CCI) in measuringetifiect of investor sentiment
on stock returns. Since the computation of CCllabé in CBN Statistical bulletin
Survey started in 2008, the scope of this studyesEy the time frame of 2008 to
2016 using quarterly data.

2. Literature Review

2.1Theoretical Framework

The theoretical framework of this study hinges ba tlivide between the
traditional and behavioural finance theorists anrible of investor sentiment in asset
pricing. The traditional finance theorists rule the element of investor sentiment in
asset pricing and states that rational investodeentiae market to become efficient
such that all information that affect the pricesstdck are known and accurately
evaluated by the market participants. For instai@agpital Asset Pricing Model
(CAPM) states that security prices will be at pahwheir fundamental value due to
the presence of rational investors (Bathia & Breddil2). The latter efficient market
hypothesis from Fama (1970) was based on the assumngd investor rationality,
and posits that prices react only to informationwbchanges in fundamental and
considers noise as a non-fundamental factor tfaildmot have any influence on
asset pricing (Rehman & Shahzad, 2016). Gener@ker and Wurgler (2006)
explained that traditional theorists fundamentalgue that competition among
rational investors, who diversify to optimize theatistical properties of their
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portfolios, will normally lead to an equilibrium wwhich prices equal the rationally
discounted value of expected cash flows, and irchivtlie cross-section of expected
returns depends only on the cross-section of sydtemsks. This is to say that the
stock markets are efficient, the investors areomali in their behaviour and they
utilize complete (possible) information for decisionaking, so the capital asset
prices are adequate and reflect their intrinsiacueslwithout being effected by
investor sentiment (Rehman & Shahzad, 2016).Thégtipp connotes that sentiment
has no role in asset pricing. The crux of thisawis that arbitrage activities of the
rational investors will offset the mispricing caddey the irrational investors. Since
the rational investors will always seek to explthie profit opportunities in the
market, their activities will counteract the asses$pricing and eliminate sentiment
effects (Baker & Wurgler, 2006; Stambaugh, Yu & Nu2010; Bathia & Bredin,
2012; Rahman, Shien & Sadique, 2013).

On the contrary, the behavioural theorists posdt tvaves of sentiment
effects (mispricing) will always subsist for sigo#dnt periods of time (Schmeling,
2009). They contest the rationality hypothesis lsguaning that investors are
irrational, and that they are prone to exogenousiraent waves. Investors may
have incorrect stochastic expectations, either witbrly pessimism or optimism,
which results in an incorrect valuation of asselues, causing asset prices to
deviate from their intrinsic values (Tran& Nguy&013)

According to Baker and Wurgler (2006), the two &djents of sentiment-
based mispricing are uninformed demand shock dmditato arbitrage. In the first
ingredient, Brown and ClIiff (2005) contend that @& shocks of uninformed
noise traders may be correlated over time to gise to strong and persistent
mispricing. This happens if sentiments results éndhbehaviour leading to mass
opinion and trading on wrong asset value. Howetle, second ingredient, the
limits of arbitrage can deter informed traders fraliminating this situation
(Shleifer & Vishny, 1997) since it is a priori usek how long buying or selling
pressure from overly optimistic or pessimistic eoisaders will persist. Further to
this, Stambaugh, Yu and Yuan (2010) posit thatisemit effects might subsist if
rational traders are not able to fully exploit tbpportunities presented by the
demand shocks of uninformed noise traders. Thevimlést however agreed that
every sentiment effect (mispricing) must eventublycorrected so that one should
observe that high levels of investor optimism areaverage followed by low
returns and vice versa (Tran & Nguyen, 2013).
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2.3Empirical Sudies

An ample of empirical studies has been conductgqatdeide evidence on the
relationship between investor sentiment and stettkms. An earlier empirical study
from Baker and Wurgler (2006) investigated how 8tge sentiment impacted on
cross-section of stock returns by constructingraestor sentiment index based on
the six measures including trading volume; dividgsrémium; close end fund
discount; number of IPOs; average first-day retam#POs; and equity share in new
issues. They developed a hard-to-value and ditftodgdirbitrage hypothesis in order
to explain the cross-sectional effect of sentinasociated with firm characteristics,
particularly for young, small size, unprofitableogth, distressed, and non-dividend-
paying stocks. Because of these stocks’ lack ofilegs history, tangible assets and
collateral, they are more sensitive to subjectistuations and fluctuations in the
propensity of speculation. Additionally, these &®are likely to have lower liquidity
and higher idiosyncratic risk, which means thatyttend to be the riskiest and
costliest to arbitrage. Therefore, these stocksramee profoundly affected by shifts
in investor sentiment. It was however found thatmes are relatively high (low) for
small, young, growth and distressed stocks whefnhag-of-period proxies for
sentiment are low (high).

Schmitz, Glaser and Weber (2006) employed warnantsaction data set
from a large discount broker to test whether irdlial investor sentiment is related
to daily stock returns in Germany. The sentimentsneed a data set of daily
transactions of individual investors who had actsuast a big German online
brokerage between January 1997 and April 2001.sBingple was separated into a
rising and a declining stock market. With the hefpthe spearman correlation,
vector autoregressive models and Granger caugabtg, the study found that a
mutual influence exist in very short-run (one ant trading days) for sentiment
on stock market returns. Further results showed tbairns have a negative
influence on sentiment, while the influence of geent on returns is positive for
the next trading day. The influence of stock markg¢tirns on sentiment is strong
and vice versa.

Schmeling (2009) investigated whether consumeridente (a proxy for
individual investor sentiment) affects expectedcisteeturns internationally in 18
industrialized countries. The data covered a tirages from January 1985 to
December 2005. The study built a multiple regressmodel with consumer
confidence as proxy for sentiment and macroeconweariebles as control to include
annual CPI inflation, the annual percentage chamgedustrial production, the term
spread, the dividend yield, and the detrended (6tingd short rate. The returns used
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included aggregate market, value stocks and gretwitks forecasted with 1, 6, 12
and 24 months horizons. The Granger-Causality tmstis Block exogeneity tests
inferred there is two-way “causality” such thatts®ent depends on previous returns
and that returns depend on previous sentiment menesm Panel fixed-effects
regression result showed that that sentiment negpatforecasts aggregate stock
market returns on average across countries. TlgBasithat high sentiment leads to
lowers future stock returns and vice versa. Thiatien also holds for returns of
value stocks, growth stocks, small stocks, anddffferent forecasting horizons.
Again, the study employed a cross-sectional petiseeand provides evidence that
the impact of sentiment on stock returns is hidloercountries which have less
market integrity and which are culturally more ot herd-like behaviour and
overreaction.

With the help of two proxies for sentiments (Ecomoi@entiment Indicator
and the Consumer Confidence), Fernandes, Gama iaird Y2010) carried out a
study that investigated the effect of investor ise@mnt on future aggregate stock
market returns and industrial indices returns imtdg@al within the period of
September 1997 and April 2008he study also examined whether a significant
negative relationship exists between sentiment amgected returns after
controlling for macroeconomic factors. The regressnodel analysis showed that
sentiment had a negative impact on future markatms for forecast horizons of 1
to 12 months. In the industry analysis, they fotimat PSI Telecommunications
was the index that showed a more similar behawiouhe aggregate market. For
the other industry indices sentiment just had spneelictive power on the future
returns of the PSI Utilities and PSI Technologyffmecasting horizons longer than
1 month. The study thus posits that stock markePdamtugal is prone to the
influence of sentiment.

Grigaliiniere and Cibulskiea (2010) studied investor sentiment effect on
stock returns at aggregate level and cross-setifidnaéScandinavian stock market
using Sweden, Finland, Norway, and Denmark. Thelysemployed Consumer
Confidence Index (CCI) and Economic Sentiment latic (ESI) as measures of
investor sentiment. The study found that high seeit has a negative effect on
future stock returns. Further results showed thateffect is more pronounced for
hard-to-value and hard-to-arbitrage stock returns.

Bathia and Bredin (2012) studied the effect of s8tee sentiment on the stock
market returns of the G7. The sentiment indicawrgployed included investor
survey, equity fund flow, closed-end equity fundatiunt and equity put-call ratio
covering a monthly data for the period January iB86ember 2007. The study
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specifically investigated whether investor sentitniess a significant influence on
value and growth stock returns as well as aggregat&et returns. With the help
of panel regression, the study found a negativatiogiship between investor
sentiment and future returns. The study furthemstbthat investor sentiment has
inverse relationship with returns such that wheregtor sentiment is high (low),
future returns are low (high). More so, the stuttpveed that effect of survey
sentiment on future returns slowly declines fanabtihe one-month predicted time
frame. The study also indicated that increasesoimcarrent equity fund flow
causes price pressure on value stocks and thelloven&et, while the discount of
closed-end equity fund was also found to proxy ifarestor sentiment, with a
narrower discount being associated with an incrédserease) in value (growth)
stocks.

Li (2010) noted that the influence of investor gment cannot be ignored, as
he acknowledged that investor sentiment inducesformed demand shock
especially in the face of high cost of arbitragsirid multiple factors to construct a
sentiment index, he examined the effect of investmtiment on asset pricing
mechanism of two stock exchanges in China. Sixipeowere employed to form a
composite sentiment index: the closed-end fundodist; A-share market turnover,
the number of IPOs, the average first-day retunmdROs, the number of new
accounts opened, and consumer confidence indexusByy multiple factors to
construct a sentiment index, this study providesesevidence to show that if the
sentiment at the beginning of a period is low, éastpcks (growth stocks) tend to
have relatively lower return than small stocks eastocks), and vice versa. The
study splitted the entire period into bull and beariods, and found that the impact
of investor sentiment in the bear periods is mudreminfluential than in bull
periods. Further results suggested that investothe Chinese markets exhibit a
significant learning effect. As the regression gsa$ show that the influence of the
sentiment index is rarely significant since 2008@licating that investor sentiment
IS not one of the major risk factors that shouldabeounted for in Chinese market
in the recent times.

Bu and Pi (2014) examined the proxy variables af@tor sentiment in
Chinese stock market and constructed an investainsant index indirectly using
data from January 2006 to December 2012, monthhe $tudy used a cross
correlation analysis to examine lead-lag relatignbletween the proxy variables and
HS300 index. The results show that net added at€o&SE share turnover and
closed-end fund discount are leading variablesockanarket. The average first day
return of IPOs and relative degree of active tradin equity market are
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contemporary variables, while number of IPOs iaggjing variable of stock market.
Using the sentiment proxy variables with most gaesieading order, and forward
selection stepwise regression method, the empiésailts on monthly stock returns
reveal that three leading proxy variables can leel tis form a sentiment index. The
study thus posits that sentiment index has goodigiree power of Chinese stock
market.

With the help of a composite sentiment index carséd using eight proxies,
Tran and Nguyen (2013) investigated the effectsneéstor sentiment on stock
returns in the Norwegian and Vietnamese stock n&rkéne Principal Component
Analysis was used to extract the first principahponent of these 8 chosen proxies.
10 equally-weighted portfolios according to thdiraacteristics of firm size, total
risk, earnings-to-book ratio, dividend-to-book oatiasset tangibility, R&D over
assets, book-to-market ratio, and external finaves assets and sales growth were
used. Through establishing portfolios of differgmies of stocks, we found that the
sentiment effect on returns is stronger for stdble$ are hard to value and hard to
arbitrage, i.e. small, high volatility, non-dividdypaying, and value stocks.
Sentiment negatively predicts these types of staeksrns, i.e. when sentiment is
low (high), future stock returns tend to be higfiewer). Particularly in Norway,
when sentiment is high, subsequent returns arévedialow for small firms and
unprofitable firms. In Viethnam, when sentiment ighy subsequent returns are
relatively low for small firms and firms with highlvolatile stock returns and vice-
versa. The results from a robustness test of ttm@gonalized sentiment indices for
Norway and Vietnam shows that the sentiment indioesNorway are sensitive to
VIX whereas the sentiment indices in Vietham show tienpa This implies tha¥'IX
plays an important role when constructing the seni index in a developed stock
market, i.e. Norway, than in an emerging stock mrke. Vietnham.CCl as a
sentiment proxy can also forecast stock returniddrway; however, its predictive
power is not as strong &X.

Rahman, Shien, and Sadique (2013) investigatednpact of noise trader
sentiment on the formation of expected returns \aiditility in the context of the
frontier stock market of Bangladesh. The study mmess of sentiment shift using a
modified trading index — a measure of relativersjte of trading volume in relation
to advancing stocks against that of declining staakerpreted as the ratio of the
average daily volume of declining stocks to therage daily volume of the
advancing stocks. Returns were calculated as tjgritbmic differences of prices
times 100 while capitalization weighted returnstio& portfolio of sample stocks is
considered to represent the market return. Thé-#twel daily data over the period
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from 1 Jan 2001 through 28 Dec 2012, and this wadedl into two panel ranging
from 2001 to 2006 and the other from 2007 to 2@rpirical results based on a
GARCHe-in-mean framework show that shifts in investentiment are significantly
positively correlated with excess market returnsaddition, the study found that the
magnitude of bullish or bearish sentiment chandss exerts an indirect effect on
expected returns through its asymmetric influencetlte conditional volatility
process.

In Romania, Oprea and Brad (2014) acknowledged that attitude of
individual investors is strongly correlated withethsentiment. They went further
to posit that behaviour of investors on the stockkat can generate important
changes in price fluctuations. They then a studyhe Bucharest Stock Exchange
for a 10 year time period, starting from 2002 td26o investigate the relationship
between the evolution of stock market and the iddial investor sentiment. The
study used consumer confidence index as proxynf@stor sentiment while stock
returns was computed from the monthly all sharexndf the stock market. The
result from a simple regression analyses showedhbee is a positive correlation
between changes in consumer confidence and stodietma&turns, demonstrating
that individual investor sentiment affects stocicgs. The study further found that
the influence of individual investor sentiment sseim be quickly removed by the
force of arbitrage with price adjustments realizetkss than a month.

Employing the OLS regression technique, HuanggJi&in, and Zhou (2014)
carried out a study to determine the model of itbresentiment index and
relationship between investor sentiment and stetkrns.Six sentiment measures
were used: close-end fund discount rate, sharewarnnumber of IPOs, First-day
returns of IPOs, Dividend premium, and Equity sherenew issues, while the
aggregate stock market return is computed as thesexreturn. By eliminating a
common noise component in sentiment proxies, thve index has much greater
predictive power than existing sentiment indicethbo- and out-of-sample, and the
predictability becomes both statistically and ecomally significant. In addition, it
outperforms well recognized macroeconomic variables can also predict cross-
sectional stock returns sorted by industry, siaije; and momentum.

Chowdhury, Sharmin, and Rahman (2014) introduced#havioural factors
in the empirical asset pricing models to invesBgtite effect of sentiments on
Bangladesh stock market with data collected frorakahStock Exchange. Returns
were divided into market index, weighted large, medand small stock portfolio
returns. The study used the error term to capheedturn that is not explained by
macroeconomic variables, industrial production]aitibn and interest rate. The
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return was then regressed on sentiment variabl@N(Tindex, trade volume,
number of IPOs per month, number of Beneficiary @waccount changes and
moving average). The study found that TRIN and mgvaverage significantly
affect the residual market returns. Consideringithggact of sentiment factors by
firm size, the results show that the impact of TRIN trade volume is strong for
large and medium size firms. However, the effectT&IN is either low or
insignificant for small size firms, indicating leggerest of investors for neglected
stocks. Results also show that high sentiment l¢éadsigh return followed by
negative correction in the next period. The stuglystconcluded that sentiment
plays a big role in determining stock market perfance indicating that the role of
fundamentals is rather limited in the Bangladesbklstarket.

Following the theory that a broad wave of sentimaitit disproportionately
affect stocks whose valuations are highly subjectimd are difficult to arbitrage,
Dalika and Seetharam (2015) investigated the effédhvestor sentiment on the
stock returns in the South African Market withiretperiod covering 1999 and
2009. The study employed a composite index of itmresentiment as the linear
combination of four indirect measures, namely, tititha premium, total volume of
IPOs, average initial first day returns of IPOs anarket turnover. However, the
Johannesburg Securities Exchange (JSE) All ShalexIwas used as the proxy for
stock market returns. The results indicate thaestor sentiment has a strong
impact on share returns in South Africa. When sestit is low, subsequent returns
are relatively high on smaller stocks, high voitistocks, extreme growth stocks,
and young stocks, with high sentiment reservingogigerns.

Almansour (2015) investigated the role of inves@ntiment in asset pricing
mechanism by focusing on Malaysian stock market @sidg data from January
2000 to December 2010; and further examines wheateinfluence of investor
sentiment index on stock returns varies accordingame characteristics of the
firm. The technique of Principal Component Analy$€A) is used on market data
to construct the investor sentiment index for Malag stock market. The market
sentiment index derived from the sentiment proxiesnely are Kuala Lumpur
stock exchange share turnover, number of IPOg;dag return on IPOs, dividend
premium, equity share in new issues, price to egmratio for the market index,
and the advance decline ratio. It was shown thatayésn investor sentiment
index could be measured by an equation of severkeharariables. Using
regression analysis and controlling for firm simegrket-to-book ratio, financial
leverage and growth opportunity, this index is shdw be able to predict Kuala
Lumpur Composite Index (KLCI) returns in generalrther analyses which are
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based on portfolios of stocks formed based on sigk,and age show that the
influence of the investor sentiment index on stoetkirns varies according to age
and risk, but not size. However, after classifyihg period of studies into before
and after crisis periods, it is then shown that glgmificant relationship between
the investor sentiment index and stock returns omkes place before the crisis
period but not after the crisis period. The relasitip between the index and stock
returns is shown to differ according to firm agel aisk after the crisis period but
not before the crisis period. As a whole, the magentiment is able to predict
stock return in Malaysian equity market. The stutlys posits that investor

sentiment could be one of the major factors thatikhbe accounted for in recent.

Rehman and Shahzad (2016) explored the time freguetationship between
investors’ sentiments and industry specific retumsKarachi Stock Exchange of
Pakistan. A sentiment index proxy was constructidgulevel and lag values of six
indicators of investors’ mood swing through PrifeiComponent Analysis. The
investors indicators were number of Initial Puldiferings (IPO), average™lday
return on IPOs, Karachi Stock Exchange (KSE-10dgXnaverage daily turnover,
Equity/Debt ratio, closed end mutual fund discowamd dividend premiums. The
data on investors’ sentiments and nine major imglesteturns was used from 2001
to 2011. Wavelet Coherency analysis reveal thastors’ sentiments and industry
returns are significantly related and are in pHagelical). An optimistic view of the
investors regarding an industry’s performance tesuh higher returns and
pessimistic view results otherwise. The relatiopshisignificant on 0 ~ 8 and 32 ~
64 months scale. Financial and energy crises plajpmmole in the sentiment led
industry’s return.

Gizelis and Chowdhury (2016) examined the relahgndetween investor
sentiment and stock market returns of firms listedhe Athens Stock Exchange
using direct and an indirect sentiment proxies. Tistorical investor sentiment
indicators compiled by the European Commission waed as the direct
measurement of sentiment while the closed-end yefuiid discount/premium was
the indirect sentiment. Using monthly data for pleeiod January 1995 to April 2014
the regression results indicate that investor wemi weakly explains returns in
Greece.

2.4Summary of Review and Gap in Literature
The review of empirical studies on sentiment-retmexus showed that
sentiment indicators significantly determine stoeturns. These studies cut across
developed and emerging economies in the world.mbar of dimensions covered
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in existing studies are whether sentiment can affiack returns; whether it affects
returns of large firms as much as it affects tholsemall firms; the time periods
within which sentiment effect can take to correct aeturn to equilibrium; and
then the direction of causal effect of sentimernt eturns. Among these issues, the
widely accepted consensus findings have been trdingent influences returns
and that small firms suffer sentiment effects mthr@n large firm returns. The
issue on whether time frame for correcting stockpmcing is divergent across
stock markets. Only one study exists on the divaabf causal effect of sentiment —
return nexus. Among these objectives, the presamdyshas undertaken to
investigate existence of sentiment effect on stakrns in Nigeria, as well as
determine the causal relationship between sentiarhstock returns.

However, the empirical studies in this area hasechom developed countries
of USA (Baker & Wurgler, 2006), Germany (Schmitdaser & Weber, 2006); group
of 18 industrialised nations (Schmeling, 2009), €8ee (Gizelis & Chowdhury,
2016), Norway and Vietham (Tran & Nguyen, 2013)itégal (Fernandes, Gama &
Vieira, 2010), Romania (Oprea & Brad, 2014), Swedeimland, Norway, and
Denmark (Grigatiniere & Cibulskierg, 2010) and the G7 nations (Bathia & Bredin,
2012). The Asian world also has ample of extardrdiure that explains the
sentiment-return nexus. Among these studies arksvio China (Li, 2010; Bu & Pi,
2014; Huang, Jiang, Tu & Zhou, 2014). Bangladesah(®an, Shien & Sadique,
2013; Chowdhury,Sharmin & Rahman, 2014), Malaydiagksour, 2015) and
Pakistan (Rehman & Shahzad, 2016); and Africaronahared only one work from
South Africa (Dalika & Seetharam, 2015).Evidences Ishown that there is no
empirical evidence to explain sentiment-return iseruNigeria.

3.Methodology

In line with Gizelis and Chowdhury (2016), the metrleggregates rather than
individual stock data were used. Though, it is higtrobable that sentiment will
permeate across all stocks to the market levelcamnot rule out the possibility
that the number of stocks positively affected bylistu sentiment is roughly the
same as those that are negatively affected by dieaentiment and thus they
negate one another. However, as explained by Giaelili Chowdhury (2016), the
use of market aggregates is primarily imposed bggmatic considerations
stemming from the fact that most of the measuresxaenine are available for the
entire market and not on a disaggregated level.stimty collected secondary data
from CBN documents to measure investor sentiments stock market returns.
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Proxies for investor sentiment are the independantibles while stock market
return is the dependent variable.

Sock market return (Rm): Stock market return is the dependent variable of
the study and is obtained from Central Bank of Nay&tatistical bulletin, 2015.
The data consisted of closing quarterly priceslbfimms listed on the Nigerian
Stock Exchange (NSE) for the period QTR1 2008 tdR®T2015. The closing
prices of the NSE All Share Index (ALSI) are spieaily chosen as it is likely to
be representative of the entire Nigerian securiti@sket. The study followed the
work of Oprea and Brad (2014) to transform the tprhr data of ALSI into
continuously computed returns as:

Rm= LN(P — R.1)/ Py (1)

Where: R, represents quarterly market return for petipB, and P, denote
market prices for period and periodt-1 respectively and_n denotes natural
logarithm. The log transformation was employeaiider to convert the data into
continuously compounded rates. This practice ismmomrather than using discrete
compounding (Simons & Laryea, 2015).

Investor Sentiment Proxy: The study employed the Consumer Confidence
Index to measure investor sentiment. This is obthifrom investor survey
reported in CBN Statistical Bulletin.The CBN ana$ysobtains the overall
consumer confidence index as average of three €3)suares, namely, the outlook
on macroeconomic conditions, family financial sitaa and family income (CBN,
2016).The consumer confidence index is the combingxctations and beliefs of
investors on the fundamentals of the economy andketa Lemmon and
Portniaguina (2006), and Qiu and Welch (2005) argbat the consumer
confidence index forms a direct measure of the igagrfeeling of investors, and
changes can measure the fluctuation of the staokng especially for small firms.
This study used the inverse form of the CCI follegvithe explanation of Oprea
and Brad (2014) that CCI has only negative levels @ such have to be modified
into its inverse form in order to reveal its impact stock market return. Thus, we
calculated the absolute value:

CCl, =~ 2

cCly
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Where CCl, is the level of consumer confidence index in quattelrhese
mathematical tricks, according to Oprea and Bra@il4221) have been used to
sustain and to provide proper interpretation torétarn — sentiment nexus. Also,
the change of consumer confidence index was com@asgdollows:

ACCL, = CCI_qt —CCI_yp—y) 3)

CCIyp—

Where:4CCltis the change of consumer confidence index in gufart

In line with previous studies, this study includesme macroeconomic
indicators in order to capture how sentiment messuare related to overall
economic activity. Following Gizelis and Chowdhu{®016), some of the key
macroeconomic variables that are motivated by apseing theory are used
including Industrial Production Index (IPI) as awdicator of economic activity, the
Consumer Price Index (CPI) as a measure of inflaod the treasury bill rate as a
proxy for the risk-free nominal interest rate.

To examine whether investor sentiment predictsréuiggregate stock market
returns and industry indices returns in Nigeria, fabow Schmeling (2009) and
Oprea and Brad (2014) to estimate the predictigeession equation of the form:

R Bo + B1ACCLy, + & (4)

Where: R represents quarterly market return of the aggregimek market
at timet+1 andACCl., is the change in consumer confidence index intquaas
proxy for lagged Nigeria investor sentimefi§.is a constant coefficient whilg;
defines the coefficient of the regression modehlen, is residual term.

Following the modelling adopted in Schmeling (20883 Fernandes, Gama
and Vieira (2010), the study added a set of maomawic factors as control
variables and estimate the predictive regressioatéean of the form:

R Bo + B1ACCLy + M + & (5

The termit is a macroeconomic factor matrix includiifgl, CPI, and TBR
being the quarterly inflation, interest rates amdiustrial production growth,
respectively.

To address hypothesis two (Ho2), an endogenous Inmsddeveloped as
follows:
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A A
Rmy=ag + o, CCT g + (6)

Where: CCl; is the inverse value of the consumer confidenaexnin
quarter t as proxy for lagged Nigeria investor seenft. oo and a; are the
coefficients of the regression modeligresidual term.

A series of statistical analyses were carried outddress the objectives of
the study. At first preliminary analyses were coetdd to understand the nature of
the variables employed in the study. These incltlide descriptive statistics
involving mean, standard deviation, minimum, maximuand Jarque-Bera
statistics, as well as multicolinearity test. TheSOregression technique was used
to estimate the model for hypothesis one while geancausality techniques
addressed hypothesis two of the study.

4. Results and Discussion

The descriptive statistics was used to test forninality of the variables
while multicolinearity tested with Variance Inflati Factor (VIF) tested for the
reliability OF THE model.

Tableno. 1. Descriptive statistics

RM ACCI IPI TBR CPI
Mean 10.27 -8.31 123.42 8.52 157.83
Median 10.22 -8.40 125.25 9.00 156.90
Maximum 10.93 7.26 139.45 14.49 215.60
Minimum 9.90 -24.63 90.80 1.04 104.90
Std. Dev. 0.26 8.05 15.46 3.57 32.13
Skewness 0.46 -0.12 -0.83 -0.32 0.08
Kurtosis 2.46 2.76 2.76 2.27 1.90
Jarque-Bera 1.5991 0.1619 3.9854 1.3384 1.7391
Probability 0.4495 0.9222 0.1363 0.5121 01419
Observations 33 33 34 34 34

Source: Data analysis from Eviews 8, 2017

The result of descriptive statistics on Table 1vetab that the mean for
market return (RM) indicates that 10.27 in log fdenthe average return of quoted
firms in Nigeria between 2008 and 2016. The mearncldinge in consumer
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confidence index is -8.31 which suggests that semtt in Nigeria is on the
negative. However, the mean for all the variabteduding RM,ACCI, IPIl, TBR
and CPI are higher than the respective standarite®s. This suggests possible
stability in the distribution of the variables. Tharque-Bera test was used to test
for the normality of the variables. The Jarque-Best uses skewness and kurtosis
measurements. The null hypothesis in this testaia tbllow normal distribution.
Decision rule: Reject the null hypothesis, when p.value is tbss 0.05 level of
significance, otherwise, do not reject. Since thalpe of Jarque-Bera statistics is
greater than 0.05 in all the variables (RMZCI, IPI, TBR and CPI) the study
cannot reject the null hypothesis. Thus it conctutleat all the variables RM,
ACCI, IPI, TBR and CPI are normally distributed.

Further test of reliability is carried out to detéme whether there is presence
of multicolinearity in the model. This test becomescessary since presence of
multicolinearity in the data makes the OLS estimmtonprecisely estimated
(Ranijit, 2006). The Variance Inflation Factor (VIFas been adopted to test for the
presence of multicollinearity in the modelxecision Rule: “when the value of VIF
is 10 and above, then the multicollinearity is peotatic.

Table no. 2. Variance Inflation Factorsfor test of multicolinearity in the model

Variable VIF Remarks
ACCI 1.107703 No multicolinearity
IPI 1.751225 No multicolinearity
TBR 1.388463 No multicolinearity
CPI 1.489564 No multicolinearity
C NA

Source: Data analysis from Eviews 8, 2017

The result on Table 2 is the VIF statistics of ghlanatory variables of
stock market returng\CCl, IPI, TBR and CPI). The results for all theiahtes are
below 10. This indicates that inclusion of the ipeledent variables as employed in
the model does not bring about multicolinearitytie model. The study thus
concludes that the model is reliable for examinthg effect of sentiment on
returns in Nigeria.
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Tableno. 3. Model estimation of the effect of sentiment on returns
Dependent Variable: RM

Model 1 Modd 2
Variables Coefficient T-statistics | Coefficient T-statistics
(P.value) (P.value)
ACCI 0.0067* 2.1319 0.01525* 2.2897
(0.0329) (0.0298)
IPI -0.0045 -1.1749
- - (0.21499)
TBR - - 0.02745 2.0164
(0.0534)
CPI - - 0.0039** 2.1587
(0.0396)
C 10.3338* 233.6966 10.1004* 16.6137
(0.0000) (0.000)
R-squared 0.0396 0.3305
F-statistic 7.2814* 3.456613**
(P.value) (0.0329) (0.0204)
Durbin-Watson stat 0.3790 0.8014

*significant at 1%; **significant at %%,
Source: Data analysis from Eviews 8, 2017

The result on Table 3 is used to address objeane of the study. The
hypothesis tested is that: The relationship betvgestiment and expected returns is
significantly negative, even after controlling fandamental factors. Two models are
used to address this objective. The first modetd@jessed sentiment (CCI) on stock
returns (Rm). The second model (2) incorporatedetheconomic variables: IPI
(industrial production growth) as indicator of eoomic activities, CPI as indicator of
inflationary trend and TBR as measure of risk fréerest rate.

The result of Model 1 showed that a unit changewmestor sentimentACCI)
has positive effect on stock returns in Nigeriaefficient = 0.0067, t-statistics =
2.1319, p.value = 0.0329). The result indicatestth@higher the level of sentiment,
the higher the expected returns from asset tradings, positive sentiment leads to
positive returns while negative sentiment bringsutitmegative returns. The results
showed that sentiment has significant effect ookstearket returns on Nigeria.

The second model (2) incorporated control variabliefindamental factors.
The results also showed that unit change in invesstntiment ACCI) has positive
effect on stock returns in Nigeria (coefficient £5@5, t-statistics = 2.2897, p.value =
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0.0298). This suggests that sentiment has signtfieliect even when fundamental
variables are factored in. The results showeditiohistrial Production Index (IPI = -

0.0045) has insignificant negative effect whilea&ery bill rate as proxy for risk free
interest rate (TBR = 0.02745, not significant) aedsumer price index as proxy for
inflation (CPI = 0.0039, significant) have positivelationship with stock market

returns.

The coefficient of determination (R2) indicated tthen (model 1)ACCI
explains 3.96% while in model 2, it explains 33.058e F-statistics indicated that
the explanatory power remains statistically sigaifit at both Model 1 and Model 2.
However, the value of R2 in each case is not largrigh as it could not control at
least half of the factors that explains stock retun Nigeria. Thus it can be said that
sentiment is not the major factor that determinesksmarket returns in Nigeria.

Table no. 4. Pairwise Granger Causality Tests of the causal relationship
between sentiment and stock returns

Null Hypothesis: Obs F-Statistic Prob. Remarl
ACCI does not Granger Cause RM 31 3.90564 0ldsidirectional causality
RM does not Granger Caus€Cl 0.90147  0.4183 fromACCI to RM

Source: Data analysis from Eviews 8, 2017

The second objective aims to determine whetherimment depends on
previous returns or it is returns that depend cgvipus sentiment movements.
This is tested using the granger causality analgsesented on Table 4. The result
of the analysis test the two: “There is no caugdlétween investor sentiment and
future stock market returns”. At 5% level of sigcagince, the study rejects the null
hypothesis for ACCI does not Granger Cause RM” and concludes thatge in
investment sentimentACCI) granger causes stock market returns (RM). It
however, did not reject the null hypothesis for Bbes not Granger Caus€ClI.

5. Conclusion and Recommendations

5.1Conclusion

This study has examined the effect of investoris®ntt on stock market
returns in Nigeria. The vast majority of previousidies on sentiment-return
relationship have only examined the case of theldgped American and European
countries as well as Asian countries.
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The present study has shown that investor sentih@npositive effect on the
aggregate stock market returns in Nigeria. Thisliespthat asset pricing can be
influenced by changes in investor sentiments ireNég The influence of sentiment
on stock returns still hold even after the inclasal market fundamentals such as
industrial production index, inflation and risk drenterest rate. The study thus
concludes that there is a possible dynamic relskign between the investor
sentiment and the behaviour of stock returns ireN#gsuch that higher sentiment
concurrently leads to higher stock prices. In thgeNan stock market, sentiment is
a source of market risk, which cannot be diverdifievay and hence it is priced.
However, the study posits that sentiment is noteg kariable for explaining
changes in asset prices in Nigerian stock market.

5.2 Recommendations

A number of recommendations can be drawn fromitidirfgs of this study:

1.The results suggest several avenues for future.vimitorporate finance, a
better understanding of sentiment may shed lighpatterns in security issuance
and the supply of firm characteristics that seenbéoconditionally relevant to
share price. In asset pricing, the results sugipestdescriptively accurate models
of prices and expected returns need to incorpaapeominent role of investor
sentiment.

2.Following the findings that sentiment is signifitan determining stock
returns, it is suggested that behavioural fact@sctnsidered in empirical asset
pricing models for emerging stock markets.

5.3Limitations of the study

One of the limitations of this study centres on tise of only one proxy as
investor sentiment index. The reduced period ofyaig in this case due to the
availability of data on some of the macroecononadables, is another limitation.
The choice of these variables may represent yghanbmitation. However, as Qiu
and Welch (2006) posit that the consumer confidéndex is a valid variable to
obtain a proxy for investor sentiment, it beconessonable to accept that consumer
confidence index alone (in the face of dearth ¢hda proxy sentiment index) can
serve as a good measure for investor sentimensindy of this nature. This is true
following that some empirical studies have suffitie employed only consumer
confidence index and successfully examined thetedfieinvestor sentiment on stock
returns in other countries (Schmeling, 2009; Ogr&@xad, 2014).
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Abstract

Tourism is an important economic activity in mastigtries around the
world. As well as its direct economic impact, timelustry has significant
indirect and induced impacts.

The outlook for the tourism sector in 2017 remaiabust and will
continue to be at the forefront of wealth and emppient creation in the global
economy, despite the emergence of a number okclgillg headwinds.

In tourism, GDP growth is expected to accelerat8.8%, up from 3.1%
in 2016. As nations seem to be looking increasiimyard, putting in place
barriers to trade and movement of people, the ofléourism becomes even
more significant, as an engine of economic devedoprand as a vehicle for
sharing cultures, creating peace, and building nalititnderstanding.

Keywords: economic impact; tourism; global tourism; travegurism
economics.
JEL Classification: Zzg, Zs»

Introduction

The main objective of the research: the economjgathon global tourism is
to provide, on a basis-consistent, reliable, cowdplardata and to assess tourism
contribution to national economic activity. [Econierimpact Research, 2017]

Over the longer term, growth of tourism sector wibhtinue to be strong so
long as the investment and development take placani open and sustainable
manner. Enacting pro-growth travel policies thadrehbenefits more equitably can
foster a talent and business environment necessagpable tourism to realize its
potential. In doing so, not only can we expectdbetor to support over 380 million
jobs by 2027, but it will continue to grow its econic contribution, providing the
rationale for the further protection of nature, itetb, and biodiversity. [Economic
Impact World, 2017]
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Tourism is a key sector for economic developmedtjah creation throughout
the world. In 2016, tourism directly contributed $233 trillion and 109 million jobs
worldwide. Taking its wider indirect and inducedpacts into account, the sector
contributed US$7.6 trillion to the global econormdasupported 292 million jobs in
2016. This was equal to 10.2% of the world’s GO approximately 1 in 10 of all
jobs. [Global Economic Impact and Issues, 2017]

Tourism’s impact includes people travelling for lbdeisure and business,
domestically and internationally. In 2016, 76.8%abftravel spend was as a result
of leisure travel, compared to 23.2% from busingasel. [Global Economic
Impact and Issues, 2017]

Domestic travel generated 72% of the sector’s dmtion to GDP, thus
making a significantly larger contribution thanamational travel, with foreign
visitor spending at 28%. [Global Economic Impaat ésues, 2017]

Tourism is an export sector, attracting foreignrelieg to a country in the
form of international visitors. In 2016, global s exports accounted for 6.6% of
total world exports (a total of US$1.4 trillion) dralmost 30% of total world
services exports. [Global Economic Impact and IssR@17]

77%

LEISURE SPEND ING

Figure no. 1. Business vs Leisure / Domestic vs eagn Spending

Source: “Global Economic Impact and Issues (200W¥ptld Travel & Tourism Council,
accessed May 4, 2017, https://www.wttc.org/-/mditiéa/reports/economic-impact-
research/2017-documents/global-economic-impactissuks-2017.pdf), p. 3
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Literature review

My research paper entitled: The economic impactgtobal tourism, is
written after I've documented on the basis of wiéofving published articles:

1. Economic Impacts Analysis written and publistdWorld Travel and
Tourism Council.

2. Economic Impacts of Tourism Industry written IRateme Tohidy
Ardahaey published on International Journal of Bess and Management.

3. The Economic Impacts of Tourism: A Special Issugten by Timothy J.
Tyrell and Robert J. Johnston published on Jowhafavel Research.

Tourism’s contribution to the world’s economy

Tourism’s direct contribution to GDP grew by 3.1#62016. This was faster
than the global economy as a whole which grew 5%2.meaning that, for six
consecutive years, the tourism sector has outpeerthe global economy.
[Global Economic Impact and Issues, 2017]

The direct contribution of tourism to employmenewgrby 1.8% in 2016
meaning almost 2 million net additional jobs weengrated directly by the sector,
and a total of around 6 million new jobs createc aesult of total direct, indirect
and induced activity. This means that almost 1 of &Il new jobs created in 2016
was linked to tourism. [Global Economic Impact asslies, 2017]

In addition to outpacing global economic growthe ttourism sector also
outperformed several other major global economatoss in 2016. Specifically,
direct tourism GDP growth was stronger than themjiarecorded in the financial
and business services, manufacturing, public sesyiretail and distribution, and
transport sectors, but was marginally slower theowth in the communications
sector. [Global Economic Impact and Issues, 2017]

In 2017, the total contribution of tourism to thend’'s economy is forecast
to grow by 3.5%. Continued solid growth at a glolesdel is expected across the
main economic indicators of GDP contribution, jokeation, investment, and
visitor exports, with visitor exports making an esjally strong contribution.
[Global Economic Impact and Issues, 2017]

A key challenge for tourism in 2017 will be a gealeslowdown in consumer
spending power, which will impact consumer spendiag tourism. The
combination of higher inflation caused by recoverail prices (which could have
knock-on impacts for air fares), rising debt sengccosts as interest rates rise, and
a slowdown in job creation across the globe is iogrlglobal spending power

129



? Annals of Spiru Haret University

Economic Series
Since 2000

IS5N: 2393-1795  ISSN-1:2068-6900

Issue 2/2017

which is expected to grow at the weakest rate fghteyears in 2017. [Global
Economic Impact and Issues, 2017]
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Figure no. 2. World industry GDP growth

Source: “Global Economic Impact and Issues (20Miptld Travel & Tourism Council,
accessed May 4, 2017, https://www.wttc.org/-/mditiga/reports/economic-impact-
research/2017-documents/global-economic-impactissues-2017.pdf), p. 3

The outlook, however, varies across the differantbound markets [Global
Economic Impact and Issues, 2017]:

— With the dollar strength expected to persist, 2i31fbrecast to be another
strong year for the USA, with growth of 5.4% in lootind tourism spend expected.
The most likely beneficiaries of this strong growtill be other North American
destinations such as Canada and Mexico, as wé&lkaabbean and Mediterranean
destinations.

- In China, after 7 consecutive years of annual gnawtexcess of 20%, out-
bound spending is expected to cool slightly, yetam very strong by international
standards, with growth of 12.0% expected in 2017.

— The depreciation of sterling is forecast to corgimuring 2017, which is
expected to lead to a substantial slowdown in aubaourism spending growth
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from the UK, from 8.0% in 2016 to a contraction4f% in 2017. The markets
most likely to suffer as a consequence are Europeatinations and longer-haul
travel to the USA.

Tourism’s direct contribution to GDP is expectedgrow at an average of
3.9% per year over the next ten years. [Global Broa Impact and Issues, 2017]

By 2027, tourism is expected to support more tiétrillion jobs globally,
which equates to 1 in 9 of all jobs in the worlddae sector is expected to
contribute around 23% of total global net job deratover the next decade.
Meanwhile, total tourism GDP is expected to accdoniil.4% of global GDP and
global visitor exports are expected to account #d%o of total global exports.
[Global Economic Impact and Issues, 2017]

3.5%
e @ @ €

Figure no. 3. Outbound travel expenditure by county
Source: “Global Economic Impact and Issues (200Wptld Travel & Tourism Council,

accessed May 4, 2017, https://www.wttc.org/-/mditiéa/reports/economic-impact-
research/2017-documents/global-economic-impactissuks-2017.pdf), p. 4
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Furthermore, the sector is expected to outperfone global economy
throughout the forecast period and increase itsesbfglobal economic activity
across each of GDP, employment, exports and inwesgtnjGlobal Economic
Impact and Issues, 2017]

In addition to outperforming the global economy io¥iee next ten years,
tourism is also forecast to outpace a range ofrotfsgor global economic sectors,
including communications, financial and businesevises, manufacturing and
retail and distribution. [Global Economic Impactassues, 2017]

In 2017, all world sub-regions are expected to sgpee growth in direct
tourism GDP. South East Asia and South Asia aree@rd to be the fastest
growing world regions with growth of around 6.5-7¥his year is also expected to
mark a turnaround in fortunes for Latin Americadf@) and North Africa (2.8%) as
modest growth returns after weakness in 2016. [@ldficonomic Impact and
Issues, 2017]

South Asia is expected to be the fastest growingda@gion over the next
10 years, with average annual direct tourism GDORvtr of 6.7% expected, with
strong growth in India (6.8%), the driving forca.China long term annual average
growth of 7.5% is expected, with the tourism sebieing increasingly viewed as a
high-potential priority sector by authorities, whitias led to an upgrade in our
long-term tourism investment forecast. NortheastAwverall is forecast to grow
by 5.9% per year, ahead of Southeast Asia, whexmage annual growth of 5.7% is
expected. The next tier of sub-regions, with growitthe 3-5% bracket include
Sub-Saharan Africa (4.8%), the Middle East (4.6%prth Africa (4.0%), the
Caribbean (3.6%), Latin America (3.5%) and Northekita (3.2%). Slower, yet
robust growth is expected in Oceania (2.9%) andojpir(2.4%). [Global
Economic Impact and Issues, 2017]

Countries showing strong international tourism gtbwGlobal Economic
Impact and Issues, 2017]:

Tourism has been outpacing the global economyhipist six years, which
is reflected in the growth figures for individuaduntries as well. Several countries
have shown especially dramatic growth in visitopats over this time period.
They have seen significantly increased inflow ofirtem spending, thanks to
prioritisation of tourism, opening borders, infrasture investment, and
promotional efforts, among other factors.
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Countries performed best in 20]&lobal Economic Impact and Issues,
2017]:

At country level, amongst the fastest growing tenrieconomies in 2016 and
buoyed by strong inbound international visitor spieg were Azerbaijan (46.1%),
Mongolia (24.4%), Iceland (20.1%), Cyprus (15.4%jazakhstan (15.2%),
Moldova (14.2%), Costa Rica (12.1%), Georgia (11,2%6i Lanka (10.7%), and
Thailand (10.7%), which grew even more stronglyntliast growth markets like
India (8.5%), China (8.1%), and Indonesia (5.8%).

Tourism outperforming economfGlobal Economic Impact and Issues,
2017]:

At country level, direct tourism GDP growth alsotpmaced economy-wide
GDP growth in 116 of the 185 countries covered his tresearch. [Global
Economic Impact and Issues, 2017]

Bulgaria, Cyprus, Iceland, Qatar, and Thailand sosme of the countries
which saw their tourism sectors outperform the ganesconomy most
significantly. [Global Economic Impact and Issu2817]

G20 countries whose tourism performed better thaneconomy as a whole
in 2016 include Australia, Canada, China, Indiaxide and South Africa. [Global
Economic Impact and Issues, 2017]

At country level, the fastest growing larger tonrisountries are expected to
be China, India, Thailand, and Indonesia. By 202fina is expected to have
overtaken the USA in terms of total tourism GDRnéstic tourism spending and
investment. However, the USA is expected to renmintop in terms of direct
tourism GDP, visitor exports and business travednging. [Global Economic
Impact and Issues, 2017]

India is expected to establish itself as the folatyest tourism economy by
2027, both in terms of direct and total GDP, onghind China, the USA and
Germany. Thailand is expected to continue its fasted growth and become the
third largest market for visitor exports by 202@kihg over Spain, which is
expected to drop to fourth place. Other notablentiies expected to move up the
tourism GDP rankings considerably by 2027 includga@ UAE, and Vietnam.
[Global Economic Impact and Issues, 2017]

Amongst the smaller economies, Kyrgyzstan, Namib¥anmar, and
Rwanda are expected to be star performers in tefntsurism growth to 2027.
[Global Economic Impact and Issues, 2017]

In 2017, the economic fallout from the Brexit vdte expected to have
diverging implications for domestic and internatibriourism spending. Due to
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higher inflation and weakened consumer spendingpacts, the domestic tourism
spending outlook has been downgraded. At the sange the depreciated value of
sterling should provide a boost to inbound intdomtl spending. Outbound

tourism spending from the UK was very strong in2@hd 2016, but should slow
considerably in 2017 through a combination of theaker consumer outlook and
the exchange rate depreciation, with the lattereetqnl to switch some demand
from international to domestic. Overall, direct iemm GDP growth in the UK is

expected to slow to 2.9% in 2017, down from 3.2%i jgear. [Global Economic

Impact and Issues, 2017]

The economic impact on world tourism

The direct contribution of tourism to GDP reflette ‘internal’ spending on
tourism (total spending within a particular spemdioy government on tourism
services directly linked to visitors, such as aw@tuor recreational. [Economic
Impact World, 2017]

The direct contribution of tourism to GDP is cakted to be consistent with
the output, as expressed in National Accountingoafism-characteristic sectors
such as hotels, airlines, airports, travel agentk laisure and recreation services
that deal directly with tourists. The direct cobution of tourism to GDP is
calculated from total internal spending by ‘nettimgf’ the purchases made by the
different tourism sectors. This measure is consisigth the definition of tourism
GDP. [Economic Impact World, 2017]

The total contribution of tourism includes its “eidimpacts’ (i.e. the indirect
and induced impacts) on the economy. The ‘indiremtitribution includes the GDP
and jobs supported by [Economic Impact World, 2017]

— tourism investment spending — an important aspédioth current and
future activity that includes investment activitych as the purchase of new aircraft
and construction of new hotels;

— government ‘collective' spending, which helps twmriactivity in many
different ways as it is made on behalf of the ‘camity at large’ — e.g. tourism
marketing and promotion, aviation, administratisecurity services, resort area
security services, resort area sanitation services;

— domestic purchases of goods and services by thersegealing directly
with tourists — including, for example, purchasé$ood and cleaning services by
hotels, of fuel and catering services by airliraag] IT services by travel agents.
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Tourism’s contribution to employmeiiconomic Impact World, 2017]:

Tourism generated 108,741,000 jobs directly in 2QB8%% of total
employment) and this is forecast to grow by 2.1920a7 to 111,013,000 (3.6% of
total employment). This includes employment by Imtravel agents, airlines and
other passenger transportation services (excludmmmuter services). It also
includes, for example, the activities of the restatiand leisure industries directly
supported by tourists.

By 2027, tourism will account for 138,086,000 jatisectly, an increase of
2.2% pa over the next ten years.

The total contribution of tourism to employment w2@2,220,000 jobs in
2016 (9.6% of total employment). This is forecastrise by 1.9% in 2017 to
297,896,000 jobs (9.7% of total employment).

By 2027, tourism is forecast to support 381,700,0is (11.1% of total
employment), an increase of 2.5% pa over the period

Visitor exportgEconomic Impact World, 2017]:

Money spent by foreign visitors to a country (ositgr exports) is a key
component of the direct contribution of tourism. 2016, the world generated
USD1,401.5bn in visitor exports. In 2017, this xpected to grow by 4.5%, and
the world is expected to attract 1,290,780,000iational tourist arrivals.

By 2027, international tourist arrivals are fordcts total 2,042,420,000,
generating expenditure of USD2,221.0bn, an incre&de3% pa.

InvestmenfEconomic Impact World, 2017]:

Tourism is expected to have attracted capital iimvest of USD806.5bn in
2016. This is expected to rise by 4.1% in 2017, s by 4.5% pa over the next
ten years to USD1,307.1bn in 2027.

Tourism’s share of total national investment widler from 4.5% in 2017 to
5.0% in 2027.

Different components of tourisfiiconomic Impact World, 2017]:

Leisure travel spending (inbound and domestic) gead 76.8% of direct
tourism GDP in 2016 (USD3,822.5bn) compared witt223 for business travel
spending (USD1,153.6bn).

Leisure travel spending is expected to grow by 3.996 2017 to
USD3,970.4bn, and rise by 4.1% pa to USD5,917.@20R7.
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Business travel spending is expected to grow byed.id 2017 to
USD1,199.7bn, and rise by 3.7% pa to USD1,719.8t20P7.

Domestic travel spending generated 71.8% of direatism GDP in 2016
compared with 28.2% for visitor exports (i.e. fgmi visitor spending or
international tourism receipts).

Domestic travel spending is expected to grow by%3.ih 2017 to
USD3,705.4bn, and rise by 3.9% pa to USD5,414.4t20P7.

Visitor exports are expected to grow by 4.5% in 264 USD1,464.4bn, and
rise by 4.3% pa to USD2,221.0bn in 2027.

The economic impact on global tourism: results

The UK formally began the process of leaving thedtdr triggering Article
50 at the end of March. In response, the Europeam¢€il has published guidelines
on how the EU will respond to the UK’s departurbe$e guidelines indicate that
trade discussions could begin before exit terms Hasen fully agreed but that
trade discussions will not be held until “sufficiggrogress” has been made on the
exit agreement. There is also a likelihood of avstart to the UK-EU discussions
due to the forthcoming elections in France and @GegmPublished data indicated
that UK GDP grew by 0.7% on Q3 and 1.8% for the ihad 2016, making the
UK the second fastest growing economy amongst theHewever, the latest data
for services output in January suggests that Q&ely to have seen a slowdown in
the pace of GDP with growth in services at 0.49Q1 2017, the weakest growth
in two years. There has however been strong grawthhe production and
construction sectors in Q1 which is likely to gomso way to offsetting the
weakness in services. Real disposable income aecby 0.4% in Q4, the second
consecutive quarterly fall as rising inflation dones to weigh on the consumer in
2017. But overall consumer spending is expectedrtw by 1.6% this year.
[Monthly Economic Impact, March, 2017]

The US economy is facing a diverse environmentresent, where by stock
valuations and confidence have been inflated byned fiscal stimulus and
deregulation, while the private sector remains nuangtious. In Q4 2016 real GDP
grew annually by 1.9%, helped by consumer spenidicrgasing by 3%. However,
with inflation firming to 2% in 2017 and real disgable income growth expected
to slow to 2.1% in 2017 (down from 2.8% in 201@&nsumer spending is expected
to slow to 2.5%. GDP in Q1 2017 is expected to stowl.0% due to weak
consumer spending at the beginning of the yearrally¢he outlook for the US
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economy has been downgraded for 2017, from 2.3%18%, due to the weak start
to 2017. [Monthly Economic Impact, March, 2017]

Euro zone growth was recorded at 0.4% in Q4 20tidgimg growth for
2016 overall to 1.7%. Business surveys have ineitdahat an acceleration of
growth is underway with quarterly growth for Q1 egped to be around 0.6%.
Industrial production growth of around 2% in Jayuaill be difficult to maintain
with world trade growth expected to remain subdoethpared to pre-financial
crisis standards. Inflation in February rose to Zlightly above the ECB target
rate, causing real wage growth to fall from 1.292@16 into negative territory at
the start of 2017. The pick-up in inflation throwagih the Euro zone is expected to
slow household spending growth to 1.5% in 2017 cmexh to 1.9% in 2016.
[Monthly Economic Impact, March, 2017]

Industry indicators show another year of robustagnofor tourism in 2016
[Monthly Economic Impact, February, 2017]:

— Estimates of global tourism performance acrossthe indicators are now
available for the whole of 2016. The UNWTO Worldufism Barometer reported
global growth in international tourist arrivals 21IB% for 2016. While this represents
continued robust growth in international travebwth was down compared to 2015,
when growth of 4.6% was recorded. The fastest grgpwiorld regions for inbound
international tourist arrivals in 2016 were Asiaifta and Sub-Saharan Africa, with
growth of 8.4% and 10.7% respectively. Growth wi® aiobust in the Americas
(4.3%) but less so Europe (2.0%) where there has lze wide divergence in
performance across countries. The only world regmmneport negative growth in
2016 was the Middle East (-4.1%). Significant deadi in inbound arrivals to Egypt
(classified as part of the Middle East accordindJdWTO) largely explain this
wider regional decline. Declines in inbound arsvab large markets such as
Belgium, France, Hong Kong and Turkey also expldiea slowdown in global
growth between 2015 and 2016.

— Global international air passenger traffic gromemained strong in 2016
with growth of 6.7%, helped by continued low oilgess. This was marginally ahead
of the growth of 6.6% recorded in 2015. Growth wasust across all world regions,
with the strongest growth recorded in the Middlst§41.8%), while North America
was the slowest growing world region at 2.6%. tildtd be noted that airline traffic
is allocated according to the region in which therier is registered and should not
be considered as regional traffic, which explaifge tdivergence between
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international tourist arrivals and international passenger traffic growth in regions
such as the Middle East.

— Hotel performance was diverse in 2016, with the dWtdEast experiencing
declines across all key performance indicators|entgigions such as Europe, North
America and Sub-Saharan Africa performed much beltetel performance in
January 2017 was again diverse across world regi@orginuing on from weakness
in 2016, hotel performance has been particularlakve the Middle East, with
declines recorded again across all key performdandiators, including sharp
declines in revenue per available room. Howevetelhgupply is expanding in the
region which needs to be taken into account. In-Saftaran Africa and Asia Pacific
declines have been recorded in occupancy ratesowigla, hotel performance in
North Africa has recorded significant annual growitross all key performance
indicators for January 2017, compared to Januatg.2Growth has also been robust
across all key performance indicators in EuropegfAras and North America.

Conclusions

Tourism can bring many economic benefits, partitylan rural areas and
developing countries, but mass tourism is also @atm with negative effects.
Tourism can only be sustainable if it is carefufignaged so that potential negative
effects on the host community and the environmeatnat permitted to outweigh
the financial benefits. [Carole Simm, 2017]

The positive economic effects are [Carole Simm,7201

Tourism creates jobs, both through direct employmeithin the tourism
industry and indirectly in sectors such as retail mansportation. When these people
spend their wages on goods and services, it leaghdt is known as the “multiplier
effect,” creating more jobs. The tourism industigoaprovides opportunities for
small-scale business enterprises, which is espeaigbortant in rural communities,
and generates extra tax revenues, such as airmbhatel taxes, which can be used
for schools, housing and hospitals.

The negative economic effects are [Carole Simm7R01

Successful tourism relies on establishing a basiastructure, such as roads,
visitor centres and hotels. The cost of this ugdalls on the government, so it has
to come out of tax revenues. Jobs created by tawaig often seasonal and poorly
paid, yet tourism can push up local property priaed the cost of goods and
services. Money generated by tourism does not awhgnefit the local
community, as some of it leaks out to huge intéonal companies, such as hotel
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chains. Destinations dependent on tourism can bersely affected by events such
as terrorism, natural disasters and economic recess

The direct, indirect and induced effect of tourispending [Economic Impact
World, 2017]:

— Travellers pay directly to: airlines, coaches, aéars, trains, cruise lines,
travel agents, hotels, convention centres, restésjrsshopping centres, sports
arenas, entertainment, theatre, recreation.

— These are supplied by: outside goods and servigds & marketing and
PR, cleaning and maintenance, energy providergringtand food production,
design and print.

— Both of which create jobs: which pay salaries, vgageofits, and taxes.
- Which pay into: infrastructure, agriculture, teclogy, real estate,
communications, education, banks, healthcare amd.mo
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