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Abstract

Mobility management is a necessity in highly dymaamd large-scale
Mobile Agents (MAs) networks, especially in a rn@tjion environment in
order to control and communicate with agents aft@unching. Existing
mechanisms for locating MAs are not efficient asséhdo not consider the
effect of location updates on migration time andduce network overload.
This paper presents a hierarchical model for losatmanagement of MAs in
global networks. Three protocols are developed, elgreearch, update and
search-update. The location management technigeg oise combination of
search, update and search-update protocols throughexecution. Three
cases are considered for Update and Search-Updat¢o€ols. Thus, nine
combinations of location management protocols agaegated, from which
an agent can dynamically select one as per requérémto communicate
with other agents on the global network. We havelemented these
protocols on the system developed at IIT Roorkee,evtaluate the
performance. Results indicate that overhead geedrdtty these protocols
does not affect the actual agent response and tidgramel.
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1. Introduction

A Mobile Agent (MA) (Picco, 2001) is a software pess, which can move
autonomously from one physical network locatioratmther. The agent performs
its job wherever and whenever it is found apprdpriend is not restricted to be
colocated with its client. Thus, there is an inhéreense of autonomy in the
mobility and execution of the agent. Agents carséen as automated errand boys
who work for users. MA research evolved over thet yaars from the creation of
many different monolithic Mobile Agent Systems (M#S often with similar
characteristics and built by research groups spralhdover the world, for
optimisation and better understanding of specifiera issues (Picco, 2001;
Tripathi et al., 2001).
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As large-scale MASs are the next trend following fopularity of MA
technology, the collaborations between roaming tageas increased. There should
be an efficient mobility management for locating MAs part of the agent
communication platform. The basic operations asgedi with mobility
management are:

1. A roaming agent updates its location frequetatlthe central management
server, that is, a directory server (Stanski etl8i98).

2. The agent management server refreshes the tiooation record of the
agent in its location database.

3. When there is a request asking for the locatibnthe agent, the
management server searches the database and weiptiethe current location of
the MA. Besides these three basic steps, the seragralso process issues such as
out-of-date location records. Most existing MASs/éngrovided partial mobility
management, by defining different naming and logathechanisms.

The ability to locate MAs while they are migratifgm one node to another
one is of great importance for the developmentgaeindbased applications which
have to work in geographically distributed envir@mts (van Steen et al., 1998).
This issue becomes even more important when faewshifted from distributed
application limited in space, to distributed apafion whose environment is spread
all over the Internet. None of the Java-based M#tfptm provides a
comprehensive, effective location management systém any case these
mechanisms are strictly tied with the platform ttiaty are designed for without
exploiting existing techniques for searching oraliimg objects in the Internet.
When a global environment such as the Internatnisidered, a centralised naming
protocol quickly becomes a bottleneck for the systeroviding poor performance.
Distributed techniques and algorithms are often emeffective even if their
implementation is more difficult (Bernardo and Binl998; Lazar et al., 1998;
Roth and Peters, 2001).

Location management is an important issue in MA pating. It consists of
location updates, searches and search-updates:p8atas occurs when a MA
changes location. A search occurs when a MA/Agesdt AH) (Patel and Garg,
2004; Patel, 2004) wants to communicate with a M#oge location is unknown to
the requesting agent/host. A search-update océimsasuccessful search, when
the requesting agent/host updates the locatiorrnEtion corresponding to the
searched MA. The goal of a good location managemestbcol should be to
provide efficient searches and updates. The nurobanessages sent, size of
messages and distance the messages need to thamcterise the cost of a
location search and update protocol. An efficietation management protocol
should attempt to minimise all these quantitiesndée a new protocol is required
that would generate minimum overhead and be seitfdsl both global and local
area networks.

This paper reports several location managementoqol® based on a
hierarchical tree structure database. It also tegmr the results of implementations
carried out to evaluate the performance of proptseation management protocols
for various call and mobility patterns. Platfornr fdobile Agent Distribution and
Execution (PMADE), developed at IIT Roorkee, is dis#s the development
platform (Patel and Garg, 2004; Patel, 2004).
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The rest of this paper is organised as followsti8e@ reports on a system
model for a distributed system with MAs. Sectiorprgsents proposed location
management protocols. Evaluation results are shiov@ection 4. Conclusions are
given in Section 5.

2. System model

In PMADE, agent location is based on some assumgpfior the distributed
environment, as shown in Figure 1. We have assutmadthe global network
environment is divided into network dongmi regions (subnetworks) and
AHs (local sites). Further, there is a Domain Maragnt Server (DMS) in each
network domain which has information about all oti2MSs in the global
network. It also has information about all the cawi in the network domain. It is
responsible for maintaining uniqueness of hameagibns, which are part of that
network and helps to identify the region in whichayent is present.

T — Internet

Subnetuods
Region
Hetwork Domain 2 Metwark D omain 2

AH
E DAD ® M etwo ke domain

{:} s O R egion

Metwode Domain 1

Fig. 1.Structure of a distributed environment

Each DMS maintains a Domain Agent Database (DADJ, ihformation
about the current location of all agents which wereated in that domain or
transited though it. Every region maintains infotima about all AHs that are part
of that region. An AH can be a member of an exgstiegion or can start in a new
region. In each region, a Region Agent DatabaseD)H# present at an AH which
runs at the gateway of a subnetwork. It contaiation information about each
agent that was created in that region or tranghealigh it. This host acts as the
Agent Name Server (ANS) (Terry, 1985), which masagiee RAD. ANS is
responsible for maintaining uniqueness of namedl dflAs, created in that region.
When a new agent is created, the user assigns a twih by registering in the
RAD of its birth region.

Each entry of DAD of the formA( FD, r) represents that ageAtcan be
found in regionr of the foreign network domain FD or it has trargifeom that
network domain or region. Each entry of RAD of them (A, r, Nil) represents the
regionr where agenfA was found or transited through it. Similarlg, (Nil, AH)
represents an ageAtwhich exists in that region at AH. For DAD and RADg
primary key is the agent name
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Agent migration from one network domain to anothisr always
accomplished through the DMS. During inter domaiigration the agent has to
update location information in the DAD of the pneisdomain and register in the
DAD of the target network domain.

For intra region migration, it has to update itsdtion information in the RAD
of that region. This is an Intra Region Locationddfe. During inter region
migration, the agent has to update the locatioarinétion in the RAD of present
region and register in the RAD of the target regispecifying the host in that
region to which it is migrating. Any location protu for MAs deals with three
aspectsname bindingmigrationandlocation each related to a particular phase in
the agent’s lifetime.

Mobile networks generally comprise of a static tmmie network and a
wireless network. There are three distinct setendities, namely MAs, mobile
hosts (MHs) and fixed hosts. A host that can movéenretaining its network
connection is called a MH. The static network coses of the fixed hosts and the
communication links between them. Some of the fikedts, called Base Host
(BH) are augmented with a wireless interface ara tphrovide a gateway for
communication between the wireless network andthigc network (Patel, 2004).

Due to the limited range of wireless transreceives MH/MA can
communicate with a BH. The geographical area calesea region is a function
of the medium used for wireless communication. €nity, the average size of a
region is of the order of 1-2 miles in diameter. th& demand for services
increase, the number of regions may become ingiftidco provide the required
grade of service. Region splitting can then be weddcrease the traffic handled in
an area without increasing the bandwidth of theesgsA MA communicates with
one BH at any given time. The BH is responsibleféowarding data between the
MH/MA and the static network.

Due to mobility, MH/MA may cross the boundary betémdwo regions while
being active. Thus, the task of forwarding dataMeen the static network and the
MH/MA must be transferred to the new regions. Tgriscess, known as handoff, is
transparent to the mobile user (Kessler et al.519Bhe initiative for a handoff can
come from the MH or the BHs. Handoff helps to maimtan end-to-end
connectivity in the dynamically reconfigured netwdopology.

3. Location management protocol

A location management protocol is a combinatioa séarch protocol, an update
protocol and a search-update protocol. Only thatime management protocols in the
absence of a Home Location Server (HLS) are discluissthis paper.

3.1. Logical network architecture

A Global network consists of MAs, MASs and LocatiBarvers (LSs). The
Logical Network Architecture (LNA) is a hierarchicatructure (a tree wittH
levels) consisting of BHs and LSs. As shown in Fég®, the BHs are located at the
leaf level of the tree. Each BH maintains inforraatabout the agents residing in
its region. The other nodes in the tree are call&$. Each LS maintains
information regarding MAs residing in its subtree.
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Fig. 2.Logical network architecture

Each communication link has a weight attached.tdhe weight of a link is
the cost of transmitting a message on the link.|[sgt][dest] represent the link
between nodes src and dest andvigt represent the weight (or cost) of lihkThe
cost depends on the size of the message, the aksbmtween the hosts (agents),
and the bandwidth of the link. For analysis purgpsee assume that, for &liw(l)
= 1. Essentially, the cost metric is the number cfsages sent.

3.2.Data structures

There is a unique ‘home’ address for every MA. Hoene address is the
identifier/name of the MA. The ‘physical’ addresseoMA might change, but its
home address remains the same, irrespective oadhat location (Patel, 2004;
Stefano and Santoro, 2002). Each LS maintains dreasl matching table that maps
the home address to the physical address of thergi9iding in the subtree beneath
it. Thus, the problem of location management bélgib@cuses on the management
of the address matching tables.

There is a location entry in a LS correspondingmoagenta, if it is in a
region in the subtree under LS.Afmoves to a region which is not in the subtree
under LS, then the entry correspondingAads updated at LS. All the nodes
maintain location information using three-tuples iath have the following
elements:

1. MA identifier (id) (given by agent naming seryer

2. forwarding pointer destinatiofp( dest) and

3. time at which last forwarding pointer updatekt@tace (fp_time).

Each LS maintains a three-tuple for each MA regidmthe subtree beneath
it and each BH maintains a three-tuple for each Msiding in its region. The
default value ofp_destandfp_time is NULL. If thefp_dest field of an age® is
NULL in LS L, then,Ais not in a region in the subtree untlet et us suppose that
we are using a protocol which uses forwarding gofor location updates. LAt
reside initially in the regiom. The BH of regiorr will have an entry &, NULL,
NULL). Let there be a L$ which maintains information about the agents regidi
in r. There will be an entryA r, NULL) corresponding t&\ atL. Let A move to a
new regionr', which is not a part of the subtreelofLet t be the local time at the
BH of r when change of location @fis recorded at BH. Ldtbe the local time dt
when the change of location Afis recorded att. Thus, the location information of
Awill be (A, r, t) atL and @, r, t) at BH of regiorr.
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Note: The above data structures cont§intime field to store time. The
fp_time entry for a data structure on a node,\s&pntains the local time at noge
when the data structure was last modified. We dalhote this time by in the
following. It should be noted that the correctnesthe algorithms does not require
the clocks at various nodes to be tightly syncleedi

3.3.Initial conditions

It is assumed that, initially location informatiofi the MAs is stored in the
corresponding LSs, that is, each LS has the colweation information for all the
agents residing in the region in its subtree. Thhe, root LS should have the
correct location information of all agents in thlystem. In Figure 3, nodes Lgare
LSs and BH 5 are BHs. There are two MA% andA,. In the initial state, agery
is in region 8 andh; is in region 12. Initially, the correct locationformation of
agent A; will be available at LSs LS LS, and LS. Likewise, the location
information of A, will be available at LSs LSLS; and LS. Thus, the location
information of an agent is available at all the U8sated on the path from its
current BH to the root.

3.4. Update protocol

The protocol for updating the location informatianthe LSs and the BHs,
when a MA moves, is as follows: Let src and destHaesource and destination
regions, respectively. Let be the identifier of the MA. Letdenote the local time
at a node when a change in locationAdé recorded at that node. The valueg of
will be different at different nodes. For this mobl we have considered three
cases as follows.

Case 1 Single Updates (St this the update takes place only at the BH of
the source and destination regions. A forwardinignteo is kept at the source BH.
The updated entry at the source BH becomesl€st,t). An entry for agenf, (A,
NULL, NULL) is added at the destination BH. Thedtion information at the LSs
are not updated. The cost of update is zero bethes®zis no update message being
sent.

Case 2 Full Updates (FUupon a move, apart from BHs involved (i.e., BH
of the source and destination regions), locatiodatgs take place in all the LSs
located on the path from the BH of the source agstidation region to the root.
Details are as follows:

Source region(1) At the BH for agentA, setfp_dest = dest anfib_time =t.
The updated entry for ageAtat the BH becomedA( dest,t). (2) All LSs on the
path from src to the roothe BH of src sends update message to theselfamn
receipt of the update message, the LSs updatenthefer Ato (A, dest}).

Destination region (1) At the BH an entry A, NULL, NULL) is added for
agentA. If there was an old entry fd, it is overwritten by this new entry. At any
node, there can be only one entry per agenA{2)Ss on the path from dest to the
root: the BH of dest sends update message to these&Jp8a.receipt of the update
message the LSs create an entry. If there wasdaantly, it is over written by this
new entry.
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3.5.Search protocol

If agentA in regionR wants to communicate with another agaftA has to
know the location ofA". This requires that ageAt search for agemd\’. As stated
earlier, we do not make explicit use of HLSs faarsbes. The search process in the
absence of a HLS is as follows.

1. If the BH ofR has no location information foX/, it forwards the location
query to the next higher-level LS on the path ®rnbot.

2. If the LS does not have any location informationA’, it again forwards
the location query to the next higher-level LS loa path to the root.

3. Repeat 1 & 2 until a LS which has location infiation forA’ is reached.

4. If the location information (i.e., region iddrer, sayS)for A’ is obtained,
the location query is forwarded to the BH of regi®mgent A’ will either be in
regionSor the BH will have a forwarding pointer correspmmpito A'.

5. If A" is in regionS, the search is complete. Else, a chain of forwarding
pointers is traversed until BH of the containingiaig\' is reached.

3.6.Search-update protocol

Location management becomes more efficient if teation updates also
take place after a successful search. For exasppose there is an agehthat
frequently callsA'. It may be useful to update the location inforimatof A’ after a
successful search, so thatitalls again, the search cost is likely to be snidie
location information update takes place at the BHhe caller agent.

Root (IDMS)
L5 LS
LS LS ssewes LS LS

Iy .1.- -’. .‘: :_. .“. :_. ._‘. F ._.- :_. ._‘- ‘-’. .1.- -’.

Region
BH kf/\\M

LT
i

Fig. 3.Logical network

Case 1 No Update (NU): there are no location tgsjdhe fp_time field of
the entry corresponding to A" at the BH on the degath is updated to the current
time at the BH. The cost is zero. This is becabseupdate of the time field could
be done during the search process itself and niti@ul message needs to be sent
for this purpose. The update in fp_time is donavoid purging of the forwarding
pointer data at the BHs. The purge protocol is&reld in the next section.
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Case 2 Jump Update (JU): a location update tplee® only at the caller
agent’s BH, that is, BH of region K. The entry fgrat the BH of region K is set to
(A", K', 1), where t is the local time at the BH erhthe location information is
updated. This update cost is 1. This is because o message needs to be sent
from BH of K' notifying the location information @fgent A'.

Case 3 Path Compression Update (PCU): upon aessftt search, a
location update takes place at all the nodes irsétaech path. All the LSs on the
search path have the entry of A' updated to (A't)Kvhere t is the local time at the
LS when the location information is updated. AletBHs on the search path
including the caller agent’'s BH have an entry otipdated to (A', K, t), where tis
the local time at the BH when the location inforimatis updated. In Figure 3, let
agent Al calls agent A2. Suppose the location médion of A2 is available only
at the LS6, LS3 and LS1. Using the search protoescribed previously, the
search path will be BH8—> LS4—> LS2—> LS1—> BH12€eTlocation updates
take place at LS, LS and LS and BH. The update isagte length of the search
path that is in this example is 4.

3.7. Purging protocol

We need to periodically purge stale forwarding pmis at the LSs and the
BH. This should be done in order to save storageesp@at the nodes and avoid
storing stale location information.

We use a parameter called Maximum Threshold Caéréal (MTCI) to
decide whether to purge the forwarding pointer rimfation or not. Let the current
time be curr_time. If fp_time ~ NULL and curr_timdp_time > MTCI then the
entry for the agent is purged from the BH, if sontieer agents in the system have
recently used the forwarding pointer informationB#. In the LSs, if curr_time -
fp_time > MTCI for MA, the location entry for thagent is purged.

When SU and LU cases of update protocol are ubedptwarding pointers
at higher-level LSs do not get updated and becdale.sThus, these forwarding
pointers get purged periodically. However, somethef searches for the agent
might reach the higher levels. If the LSs at thghbi levels do not have
information about the agent, the root has to brasidto determine the location. To
avoid this, the forwarding pointers at the LS oa plath to the root from the current
BH must be updated periodically along with purgifige current BH of each MA
achieves this by sending a location update messatfee LSs on the path to the
root.

Note: the fp_time value for an agent residing ia tegion will be NULL. So
we are considering agents which are currently esiding in the BH'’s region and
whose forwarding pointer information is storedrat BH.

4. Evaluation results

Our tests took place in a 10/100 MBps switched L#&idt connects 850
workstations and personal computers and is usexbbyt 500 hundred researchers
and students. We ran PMADE equipped with the dgeslqrotocols on several P-
4, 3 GHz machines. The Agent Submitter (AS) nodd AH nodes have 256 MB
main memory, while the LS (AH at the root) has BAR. We used the j2sdk 1.4.1
Java Virtual Machine with native thread support.
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First, we tested the capacity and performance obtmrage backend. The LS
(root AH) was able to hold up to 4 x ®1@ntries before the system ran out of
memory (Figure 2). This means that, given an extrem8 x 16 Internet users
(NUA estimates there were more than 605.60 millgersionline in the Internet on
September 2002http://www.nua.com/surveys/how_many_onjineach running
100 MAs simultaneously, about 20,000 LSs would diguired to keep all entries.
This is less than 0.0057% of the hosts in the h@graccording to ISC estimates
(ISC estimates there were more than 350,000,006 liiwghe Internet in January
2005 http://www.isc.org/dsat the time of writing.

Next, we let up to eight agents/ASs send requestswsrently. Table 1 gives
the response rates we measured in tests with & saggnt/AS, sorted by request
type. Secured registration was slowest, as coulekpected. However, this type of
request is required only once per agent. In tlesttee LS handled about 400 agent
lookup requests per second, which includes praegssverhead at the AS (ASs
start requests in parallel threads). Figures 4 @rghow the response rates we
measured for concurrent lookup requests with oreight agents/ASs (average of
6000 measured values taken).

Table 1
Size of request packets and aver age processing time of the sear ching service
with one agent/AS, by request type

Type Length Mean Reques Action of
Lookup 32 4.7 ms 313 Location
Registration 431 11 ms 15 Init
Update 103 1ms 150 Location
Register 103 5 ms 270 LS

4The Iengths'marlied which might differ dependingtanlength of the stored
location reference
The average number of requests handled by a LS
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Fig. 5. Response times

With two or more agentsASs, the response rate jumps from about 210
requests per second to roughly 332 and remains omwkhess stable at this mark
(with one agent/AS, the AH has idle time, with taromore it becomes congested).
Table 2 gives how response times develop with amreasing number of
agents/ASs. With about 2626 agents/ASs, requekts ltanger than 13 sec to
process, which causes network connections to tumhéoo few agents.

Table 2
Agent responsetime (includes Agent Migration Time, Agent Decryption Time,
User/Agent Authentication Time, Result Encryption and Packaging Time)

No.ofAH 1 2 4 8 32 64 128 256 512
16

No. of 1 2 4 8 32 64 128 256 512

agents/AS 16

Response 301 572 1sec, 2 sec, 6sec, 10sec, 21sec, 53 154 sec,
time ms ms 500ms 4sec, 6ms 510ms 21ms sec 100 ms
3 ms
3ms

We also measured the impact of the location ser(@earch and update)
integration on the migration time of MAs in the PRE&. Without location service
integration, we measured an average of 140 mithisds per migration of a simple
benchmark agent, compared to with location serfgearch and update), which we
consider tolerable (Table 3).
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Table 3
Effect of LSson Agent Migration Time (size of agent isconsidered
10.203KB

No. of LSs 1 2 3 4
Agent migration time when LSs are active (ms) 145147 148.1 150

Agent migration time when LSs are not active (ms)401 140 140

5. Conclusion

In this paper, we have presented several locatianagement protocols
based on a hierarchical tree structure databaseseTlocation management
protocols use one combination of search, update swafch-update protocols
throughout the execution.

We have applied these protocols in the real lifpliagtion implementation
developed on PMADE. It is found that overhead gateel by them does not affect
the actual agent response and migration times.
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